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Climate Prediction Using RNN LSTM to Estimate 
Agricultural Products Based on Koppen Classification  
 

Novia Andini1*), Wiranto Herry Utomo2 
Information Technology, Faculty of Computing, President University 

Email: 1novia.andini@student.president.ac.id, 2wiranto.herry@president.ac.id  
 
Abstract − The yield of an agricultural process is very important and influential, where the harvest is used as a support for human life 
both as food and a source of income. Many factors can influence the success of agriculture, such as human resources, seed quality and 
climate that is going on around in the surrounding area. One of the important factors is which climate, the accuracy of determining the 
climate for agriculture will affect the results obtained. The wrong prediction in determining the future climate will cause crop failure 
due to incompatibility with the type of plant. In this era, many technologies have been able to predict climate, one of which is technology 
machine learning that has many types and techniques, which machine learning technology has been widely used in predicting many 
things. This study aims to predict the climate in an area which is intended to determine crop yields based on the Koppen classification, 
and also the prediction based on several parameters such as temperature, humidity, duration of sun exposure and rainfall. And the 
results of this study is have a loss of 0.006 and with the MAPE value as an indicator of the percentage error and as an indicator for 
determining the accuracy of the prediction results, which is 3.29%, which means that it is included in the very accurate category in 
predicting climate to estimate agricultural yields.  
 
Keywords –Climate Prediction, Long Short Term Memory (LSTM), Recurrent Neural Network (RNN), Koppen Classification  
 

I. INTRODUCTION 
 

In Foodstuff is one of the important things for human 
life that can be produced from the agricultural process [1]. 
Based on it, the results of agriculture are one of the fields 
that are very close and can support the advancement of 
economic progress, the better the results obtained, the 
better the level of the economy [2]. To produce good 
quality crops, there are many aspects that need to be 
considered, such as from the climate aspect [3]. The climate 
itself is the weather conditions in an area that exist at a 
certain time and is influenced by several factors such as 
temperature and humidity [4].  

Judging from these aspects, climate can be categorized 
into several types such as rainy season ad dry season, which 
every season will be affected from every aspect such as 
temperature, sunlight or humidity [5]. Other then that, 
changing climates can be influenced by changes in rainfall 
and also ambient temperature that occurs over a certain 
period of time [6].  

The process of climate forecasting is a difficult thing to 
do in view of the uncertain climate change. This makes the 
yields that will be obtained at a certain time period difficult 
to know. Incorrect climate forecasts in an area can cause 
considerable losses in agriculture, such as decreasing crop 
quality, crop failure, decreasing the number of crops and 
damaged crops [7]. 

In this era, there have been many technologies capable 
of predicting the climate in agriculture, one of which is 
mechine learning technology [8]. Mechine learning 
technology is one of the mechine lessons that is intended so 
that a mechine can have the ability to predict and analyze 
and recognize a pattern [9]. Mechine learning itself has 
many methods such as K-means, Recurrent Neural 

Networks, Decision Trees, Artificial Neural Networks, etc 
[10]. 

Several previous studies have examined the mechine 
learning technology used to predict climate. Mechine 
learning was used to predict maize and soybean yields 
using the Convolutional Neural Network and Recurrent 
Neural Network methods. The parameters used are 
weather, performance, agricultural and soil management 
[11].  

Previous research has also studied mechine learning 
used to predict climate to be able to see crop yields with 
parameters temperature, rainfall, cloud cover, humidity and 
the method used, namely the Decision Tree [12]. Several 
other studies have also made predictions using the 
Recurrent Neural Network method which is used to predict 
bad weather [13], the temperature for the surrounding area 
[14], wind velocity [15], temperature for daily [16] and rain 
[17]. 

There have been many previous studies that have 
examined the use of technology learning to predict climate 
in determining agricultural yields. However, there has not 
been any research that examines the use of mechine 
learning using the RNN method with Long Short Term 
Memory and the application of several parameters such as 
humidity, temperature, rainfall and solar radiation 
combined with the use of the Koppen classification in 
classifying climate types. RNN itself is a learning mechine 
that conducts learning by reviewing previous information. 
Whereas LSTM is a type of Recurrent Neural Network 
method that is able to overcome the weaknesses of RNN so 
that it can improve performance and increase accuracy [18]. 
On this basis, this method is used, in which climatic 
conditions are closely related to climatic conditions in the 
past [19]. 

The purpose of this research is to predict the climate 
which is intended to see the yield from agriculture 
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according to Koppen's classification using the RNN LSTM 
method using temperature, humidity, rainfall and solar 
radiation as parameters.   

 
 
 

II. RESEARCH METHODOLOGY 
 

The object of this research is the climate in the city of 
Bandung, West Java, the results of rice farming and the 
Recurrent Neural Network method for the prediction 
process. In this study, there are several steps that will be 
carried out in predicting the climate to determine 
agricultural yields. The steps taken in predicting climate in 
this study can be seen in Figure 1. 

 

 
Figure 1. Predicting Climate Step 

 
A. Data Collection 

The selection of data in this study is based on the use of 
Koppen theory which will be used to categorize climate 
types. The data used in this study are rainfall data, average 
temperature, duration of sun exposure and humidity for the 
last 10 years from 2010 to 2020. The data is obtained from 
the daily climate data of BMKG Bandung City, West Java 
Province, Bandung Geophysical Station through the 
official website. BMKG in file format (.csv). This data is 
daily data, so the amount of data obtained is 3650 x 4 
climate parameters = 14600 data 

 
B. Data Training 

The training data process will be carried out using the 
RNN LSTM method which was previously carried out data 
processing or called data preprocessing, which aims to 
make the data used for training better and appropriate. 
1. Preprocessing Training Data 

In this study, the preprocessing was carried out in four 
stages, namely interpolation, feature extraction, 
segmentation, and normalization. 
− Data Interpolation 

 Interpolation is the process of finding the value 
between several known data points. The purpose of 
interpolation is to correct data that is not measured or not 
recorded by BMKG by finding the middle value between 
two values. 
 
− Feature Extraction 
 Feature extraction is a process to find the largest value 
in each variable, so that the data will become monthly data 
with the maximum value of each variable. 
− Normalization 
 Normalization is the process of converting data into 
normal form. Normalization is needed when the data is very 
large, very small, or has different units. In this process, the 
Min-Max normalization is carried out by scaling in the 
range of zero to one [20].  

 
)) min(-) ))/(max( min(-(x=Z   (1) 

 
X - Data to be normalized, 
max - The highest data in the column, 
min - The lowest data in the column 
 
− Segmentation 
 Segmentation is the process of separating and 
grouping data from raw data into data needed by the 
system. In this study, data that has become monthly data 
will be grouped into one year or 12 months with an overlap 
process, where the one and the next training data has a 
difference of one month. For example, there are 120 months 
of climate parameter data, then the distribution of data 
starts from the 1st month to the 12th month which is used 
as the first training data, the second month to the 13th 
month as the second training data, the third month to the 
14th month as the third training data, and so on until the 
109th training data, namely the 112th month to the 120th 
month 
 
2. RNN LSTM Training 

In the data normalization stage, 109 sets of data were 
produced to be used as input for the training process using 
Recurrent Neural Networks. Each data set has 48 total data 
obtained from 12 months x 4 variables, so that the neurons 
for input are 36 units. These neurons are connected to 
neurons contained in the hidden layer, where in the hidden 
layer there are cells, this process is what distinguishes 
between ordinary RNN and LSTM. In this cell, there are 
several steps to be able to produce output. 

 
C. Climate Prediction 

At this prediction stage, the MLP architecture will be 
used in the Recurrent Neural Networks method to predict 
climate, with the input data used in the input layer, namely 
rainfall, average temperature, duration of sun exposure and 
humidity. The MLP architecture designed in the Recurrent 
Neural Networks method can be seen in Figure 2. 
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Figure 2. MLP Architecture for Climate Prediction 

 
As can be seen in Figure 2 regarding the MLP architecture 
used in this study to predict climate, where there are 48 
neurons in the input layer obtained from 12 months x 4 
climate parameters. There are 13 neurons in the hidden 
layer which are calculated using equation 2.9 and in the 
output layer there is one neuron that represents the output 
of the predictions. The testing process uses the weight of 
the training results that have been stored in the form of a 
file, and the testing process will produce an output value in 
the form of a climate prediction value for each variable. 
Then the climate value will be entered into the range of 
values that have been determined using the Koppen 
Classification 
 
D. Prediction Result 

This study will produce a prediction of the climate 
based on four parameters such as rainfall data, average 
temperature, duration of sun exposure and humidity for the 
next one month and then the prediction results will be 
categorized into climate types based on Koppen's theory. 
The prediction result can be seen in Figure 3. 

 

 
 

Figure 3. MLP Architecture for Climate Prediction 
 

III. RESULTS AND DISCUSSION 
 

The test consisted of the method effect test, namely 
between the optimization model effect test, and the test for 
the effect of the number of epochs. At this stage an analysis 
of each tested parameter is carried out. 
Before test it,, the training process has been carried out 
using data that has passed the data preprocess. 
 

Table 2. Data training for first batch 
Training Data 

Data - 1 ... Data – 12 
SU KL CH LP ... SU KL CH LP 
24,6 91 86 8 ... 24 92 78 6,7 
24,9 93 82,4 6,6 ... 24,4 85 17,5 7,4 

24,6 94 94 7,5   ... 25,2 88 20,5 8 
26 85 27 8   ... 25,2 90 73,5 7,4 

25,4 94 92 7,7   ... 25,3 86 56 7,9 
24,9 94 27,4 7,9   ... 24,3 87 44,4 8 
24,9 94 61 7,7   ... 24,3 84 36,9 8 

... ... ... ... ... ... ... ... ... 

 
SU - Temperature 
KL - Humidity 
CH - Rainfall  
LP - Duration of sun exposure 

The training process will be carried out using the data 
in the Table 2 by using the RNN LSTM architecture. In 
addition, training is also carried out using two optimizers, 
namely Adam and Sigmod with several epoch including 50, 
100, 200 and also used 0,001 for learning rate. 

 
A. Optimization Model Influence Test 

The optimization model effect test is conducted to 
determine which optimization model is more suitable for 
predicting climate. This optimization model is used to 
update the weights during training using two optimization 
models, namely Adam optimizer and SGD optimizer. The 
accuracy results from testing the two optimization models 
can be seen in Table 3. 

 
Table 3. Test the Influence of the Optimization Model 

No Optimizer Loss MAPE(%) 
1 Adam 0,006 32,9 
2 SGD 0,011 13,1 

 
After testing, it was found that the Adam optimization 

method has a lower loss than SGD. Graph of SGD and 
Adam test results can be seen in Figure 3 and Figure 4. 

 

 
Figure 4. Results of SGD Loss and MAPE 

 

 
Figure 5. Adam's Loss and MAPE Results 

 
It is found that Adam's optimization has a lower loss 

than SGD optimization, which is 0.006 and with MAPE 
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measurement as an indicator of the percentage error of the 
prediction results, which is 3.29%, which means that it is 
included in the very accurate category. Meanwhile, SGD 
itself has a loss of 0.011 and MAPE of 13.1%, which means 
it is in the good category 

 
B. Test of the Influence of the Number of Epochs 

This study used 200 epochs with low loss results. The 
results of the epoch test can be seen in Table 4. 

 
Table. 4. Test for the Effect of the Number of Epochs 

No Epoch Loss MAPE(%) 
1 50 0,009 7,83 
2 100 0,007 3,29 
3 200 0,006 2,36 

 
It was found that the use of epoch 50 has the highest loss 

value with a value of 0.009 and a MAPE of 7.83%. 
Meanwhile, the epoch which had the lowest loss value was 
200 and MAPE 2.36%. 

IV. CONCLUSION 
This research produces climate prediction using RNN 

LSTM. This prediction can provide results in the form of 
climate forecasts for the next day. The results of this 
prediction are in the form of climate types belonging to 
tropical climates, dry climates, temperate climates, 
continental climates and arctic climates. This prediction 
can be used by the user in predicting the future climate as a 
benchmark to determine which farm will produce good 
yields for that climate. Climate prediction in this study 
produces low loss using Adam's optimization and learning 
rate of 0.001 and the number of epochs is 200, which results 
in a loss of 0.006 and with the MAPE value as an indicator 
of the amount of error percentage and as an indicator of 
determining the accuracy of the prediction results, which is 
3.29%. means it falls into the very accurate category. 
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Abstract − Raw material inventory must be able to meet production needs. So it is necessary to plan / predict raw 
material needs in the following month to determine the raw material inventory. Currently PT. SANM uses a manual 
counting method, the expenditure of raw materials for six months, then deducts the current raw material inventory. As a 
result, there are raw materials that are over order or lacking, which causes production to be constrained. The manual 
calculation method is not effective enough to meet the raw material inventory. In this research, the researcher proposes 
an algorithm which is contained in Data Mining, that is Enhanced KNN using GWO to predict raw material needs. 
Because GWO and Enhanced KNN algorithms give the results are easy to understand, have good accuracy compared to 
other machine learning methods, can cover the trapped problem from KNN traditional and capable of improving the 
accuracy using feature selection method. The method used in this study is to compare Enhanced KNN with and without 
GWO that gives a significant increase in the accuracy value by 16.5%, from 44.6% to 61.1%. 
 
Keywords – Data mining, Classification, Enhanced K-Nearest Neighbor, Feature Selection  

I. INTRODUCTION  
PT. SANM is a company that operates in the field of 

eyeglass lenses, which includes medical devices. There 
are many types of raw materials, ranging from different 
segments, different indexes, white or color and diameter. 
According to the type of segment, the lens can be divided 
into three, namely a circular segment or called a kryptok 
lens, a semicircular segment or called a flattop and does 
not have a segment called single vision. According to the 
index there are index lenses 1.50, 1.53, 1.56, 1.57, 1.60, 
1.67, 1.74. According to the color there are white, 
photochromic gray, photochromic brown, nupolar green, 
nupolar gray and also anti-radiation. Meanwhile, 
according to the diameter there are lenses with a diameter 
of 60, 65, 70, 72, 74, 76. 

PT. SANM only carries out production according to 
orders or what is usually called a business process driven 
by order. When a customer places an order with various 
types of lenses, spherical size, cylinder or add, then the 
production process will be carried out. So that there is no 
production planning. Currently, to order raw materials, the 
manual calculation method is still used. The raw material 
for this lens does not have an expiration date, but if it is 
stored in an inappropriate manner and time, the raw 
material can no longer be used because it is out of 
standard or damaged. 

To avoid the problem of shortage or excess of raw 
materials, it is necessary to classify the prediction of raw 
material needs. One of the classification algorithms that 
can be used is KNN[1]. 

Estimates for predicting disturbances from past 
data/events in the industrial sector using KNN. This study 
also explains predictions according to supervised data 
about changes in the characteristics of disorders that have 
occurred[2]. The classification results using KNN are easy 
to understand and have good accuracy compared to other 

machine learning methods[3] or deep learning with newer 
approach using speech[4] or image[5] as input. The 
advantage of the KNN method is that it is effectively 
applied to large amounts of data and is resilient to noise 
training data, which is data that has the farthest range of 
values compared to other data but can disrupt the existing 
data structure. In addition to advantages, KNN also has 
weaknesses, namely less than optimal in determining the 
value of k which is the number of nearest neighbors and 
must determine the attribute to be selected or feature 
selection in order to get the best results, the presence of 
outliers in the training data and sensitive to the value of k 
(there are no clear rules). to determine the optimal value 
of k). Despite its simplicity and high efficiency, traditional 
KNNs can easily get stuck[6].  

To overcome these shortcomings, an improvement 
solution is needed to optimize the KNN classification. To 
overcome these shortcomings, an improvement solution is 
needed to optimize the KNN classification. One solution 
that can be applied is to perform optimization by applying 
EKNN[6] and adding a feature selection process using the 
GWO algorithm[7][8][9]. Based on the above studies, the 
researcher chose the EKNN method to classify and predict 
the raw material needs of the coming month and used 
GWO as a feature selection method to improve EKNN 
performance. 

II. RESEARCH METHODOLOGY  
The research stages are outlined in Figure 1. which 
describes the research process that will be taken. 
In this research, there are several stages carried out, 
including: Preparation, includes background creation, 
problem identification, problem formulation, objectives, 
problem boundaries, research benefits and novelty. Study 
literature by conducting a literature review on predictions 
using EKNN. Data collection, namely data collection by 
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collecting sales data for 2018-2020. Details of the dataset 
used are shown in Table 1. 
 
 

 
Figure 1 Research Stages 

 
Table 1 Dataset Detail 

Dataset 

Data Attribute Target 

60 34 3 

 
 

 
Figure 2 Training Model 

Data pre-processing, namely removing data noise such as 
duplicate data, empty values, transforming data from time 
series into per material code and data normalization. Data 
training will be carried out using the EKNN and GWO 
algorithms. The researcher proposes the EKNN algorithm 
because it is easy to understand and provides better 
accuracy results than other machine learning methods[3] 
and is able to overcome the problem of being trapped in 
traditional KNN[6]. Then the use of GWO as a feature 
selection method to increase the accuracy value on 

EKNN. The experiment in the first step will be trained 
using the EKNN algorithm and then using EKNN-GWO 
to get a comparison of the results of accuracy, precision 
and recall values, as shown in Figure 2. 
A. Enhanced KNN 

The Enhanced KNN algorithm is a development 
algorithm from K-Nearest Neighbor. Traditional KNN is 
easily trapped in several situations, such as there are two 
classes that have the same number of neighbor 
classifications/series. Examples of traps that may occur in 
traditional KNN can be seen in Figure 3. 

 

 
Figure 3 Different-types-of-KNN-trapping [6] 

 
To overcome this weakness, another parameter is 

needed to determine the closest neighbor. Like the 
traditional KNN, the EKNN deals with its closest 
neighbors with the item being tested in the feature room.  

 

Figure 4 EKNN Phase Training Algorithm 

However, these neighbors will have different strengths 
according to the level of closeness to the item being tested 
and the neighbor's membership level with their class, 
which is called Item Strength (IS). The EKNN is 
implemented in two stages, namely; the training and 
testing phase[6]. 

In the training phase, all strength is counted. Where 
item strength is a measure for the relationship level of the 
item with its hosting class. Assuming n features, m as the 
target class, to calculate the strength of each item. EKNN 
training algorithm can be seen in Figure 4 and EKNN 
training phase flow can be seen in Figure 5. 

First, all items are projected into the dimension space 
feature. Then, the center of each class containing 
examples in n dimensionless feature spaces can be solved 
using equation (1). 

 

𝐶 =  
∑

,
∑

, . . . . . . . ,
∑

  (1) 

Input: Training dataset, center, α, β 
Output: Item Strength (IS) 
Steps: 
For each class label (cx € CL) do: 

 Project the training examples in the n dimensional feature 
space 

Next 
For each class (cx € CL) do: 
For each item (Ij € cx) do: 
  Calculate the strength of item Ij as: 

  𝐼𝑆 𝐼 =  
∗ ∑

,
  

,
 

Next 
Next  
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Figure 5 EKNN Training Phase [6] 

 

Where C is the class center in the n-dimensional 
feature space, t is the number of instances in the class, and 
Vq

i is the i-th dimension value of the q-th example. Then, 
the strength of item Ij can be calculated using equation (2). 

 

𝐼𝑆 𝐼 =
∗  ∗ 

 (2) 

 
Where IS(Ij) is the power of the item Ij, which is the 

weighted average of the two values. The first measures the 
strength of an item based on its proximity to another item 
(example) in its class and is denoted as; ISX(Ij). On the 
other hand, the value further considers the proximity of 
the item to the center of the class as an indication of its 
degree of affiliation with the class and according to its 
strength, which is denoted as; ISY(Ij). As in the previous 
equation, α and β are weighting factors that express the 
relative impact of ISX(Ij) and ISY(Ij), where 0<α≤1 and 
0<β≤1. In general, ISX(Ij) and ISY(Ij) can be calculated 
using equations (3) and (4), respectively. 

 

𝐼𝑆 𝐼 =  ∑
,

  (3) 

𝐼𝑆 𝐼 =  
( , )

 (4) 

 
Where ISX(Ij) and ISY(Ij) are the strength of the item 

considering the closeness of each class item and class 
center. 

Dis (Ij, Ik) is the Euclidean distance between item Ij 
and Ik, and Dis(Ij, C) is the Euclidean distance between 
item Ij and the class center. Calculating the distance 
between two points px and py in a feature space of 
dimension n can be calculated using equation (5). 

 

𝐷𝑖𝑠 𝑝 ,𝑝 =  ∑ 𝑝  −  𝑝   (5) 

 
Where pxi and py

i are the i-th dimensional values of the 
px and py points in the n-dimensional feature space, 
respectively. Then, in place of (2), the power of item Ij can 
be calculated using equation (6). 

 

𝐼𝑆 𝐼 =  
∗ ∑

,
  

,
  (6) 

 
An important issue is how to estimate the optimal values 
of α and β. As tunable parameters, the optimal values of α 
and β can be calculated empirically by assigning different 
values in a predetermined scenario, then calculating the 
resultant accuracy of the EKNN classifier by considering 
a series of test items. The optimal α and β values are those 
that provide maximum classification accuracy. The 
suggested scenario is to start with initial values of α and β, 
for example α = 0 and β = 0, the values of α and β will be 
increased using a constant positive step ξ keeping the 
values of α and β greater than 0 and less than or equal to 
1. 
In the testing phase, the proposed EKNN, consider ring a 
target class set m to CL = {c 1, c 2, .... cm}. EKNN testing 
algorithm can be seen in Figure 6 and EKNN testing 
phase flow can be seen in Figure 7. 

Initially, the item under test is projected in a feature of 
n dimensional space. Then, the closest K-neighbor was 
identified. The distance from the tested item Ij to each k 
nearest neighbor is calculated, then the average 
distance(Davg) is then calculated. Circular spheres are 
identified whose radius is equal to Davg. Only samples in 
the identified environment will be considered for 
classifying new items. Affiliation Degree (AD) items 
tested for each class are calculated using the equation (7). 

 
𝐴𝐷 𝐼  =  ∑ 𝐷  ∗  𝐼𝑆 (𝐼 )∀ ∈              (7) 

 
Figure 6 EKNN Algorithm Testing Phase 

Input: Training dataset, IS 
Output: Classifying the tested item Ij to one of the 
available target class 
Steps: 

1. The project the tested item into the n dimensional 
feature space. 

2. Pick the nearest K items near the test point Ij. 
3. Computer the average distance Davg from Ij and 

each of the K nearest examples 
4. Pick items located in the circle with diameter Davg 
5. Calculate the Affiliation Degree (AD) of the tested 

items to each classes; 

𝐴𝐷 𝐼  =  𝐷  ∗  𝐼𝑆 (𝐼 )

∀ ∈

 

6. Identify the target class of the tested item; 
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Figure 7 EKNN Testing Phase [6] 

 
Where ADxIj is the level of affiliation of item Ij to 

tested class x∀ x ∈{A B C}. Dk is the distance from the 
tested problem Ij to the example Ik. Sx is the set of 
examples in the environment of the items tested Ij. And 
IS(Ik) is the strength of the Ik example. Finally, the item 
under test is targeted to the class that has the maximum 
level of affiliation as illustrated in equation (8). 

 

𝑇𝑎𝑟𝑔𝑒𝑡_𝐶𝑙𝑎𝑠𝑠(𝐼𝑗) =∀
( ) (8) 

 
Where CL is the set of the target class under 
consideration. 
 
B. Feature Selection 

Feature selection is an optimization problem that plays 
an important role in dealing with classification problems. 
It is the process of selecting an optimal subset of features 
from a data set so that the classifier can obtain better 
accuracy and/or reduced computational load. However, 
removing irrelevant features is challenging and time 
consuming due to the large search space and the 
relationship between features[10]. The traditional FS 
method has the disadvantage of nesting effects and 
computational costs. To solve this problem, population-
based optimization algorithms, such as gray wolf 
optimization (GWO)[8], particle swarm optimization 
(PSO)[11], genetic algorithm (GA), genetic programming 
(GP), ant colony optimization (ACO), brain storm 
optimization (BSO) are used. and harmony search 
(HS)[12]. 
 
C. Grey Wolf Optimization (GWO) 

Gray Wolf Optimization (GWO) is a population-based 
metaheuristic algorithm that simulates leadership 
hierarchies and the mechanism of hunting grey wolves in 
nature discovered by Mirjalili in 2014[8]. The gray wolf 
(Gray Wolf) is a carnivorous animal that is at the highest 
level in the food chain, otherwise known as the Apex 
Predator. Gray wolves live in groups, where each group 
consists of 5-12 individuals[7]. The interesting thing about 
gray wolves is their social level. The gray wolf is divided 
into four social levels, as in Figure 8. 

The first level is called Alpha (α), which is the leader 
of a group where they are female and male wolves. The 
first level wolf has the most right to make all decisions, 
regarding hunting activities, hunting time, resting place 
and so on.  

 
Figure 8 Gray Wolf Level [8] 

 
The wolf's orders of the first level will be obeyed by 

all wolves that are in the lower levels. The second level 
wolf is also called Beta (β), which is in charge of 
assisting the first level wolf in making decisions, as an 
advisor and as a substitute for the first level wolf when it 
dies. The second level wolf can be male or female. The 
third level wolf or Delta (δ) is usually called 
subordinate. The third level wolf has several categories; 
scouts are in charge of guarding the territory and giving 
warnings when in danger, sentinels as group protectors, 
elders who are experienced and have the potential to 
replace first and second level wolves, hunters who help 
first and second level wolves in hunting and provide 
food, and caretakers as carers for a wolf that is sick or 
injured.𝜔 

Apart from the social level, another interesting thing 
about the gray wolf is group hunting. At the first level 
GWO is considered the best solution. 

The steps of hunting and mathematical models on 
GWO are as follows: 

Step 1: Encircling prey 
 

 𝐷 = 𝐶 × 𝑋⃗(𝑡)  − �⃗�(𝑡)    (9) 
 

�⃗�(𝑡 + 1) = 𝑋⃗(𝑡)  − 𝐴 × 𝐷   (10) 
 

Where t denotes the current iteration, 𝐴 and 𝐶 is the 
vector coefficient, 𝑋⃗ is the vector of the prey position, 

and �⃗� denotes the vector of the position of the gray wolf. 
Where 𝐴 and 𝐶 can be calculated by the equation below. 

 
𝐴 = 2�⃗� × 𝑟 − �⃗�  (11) 

 
𝐶 = 2 × 𝑟   (12) 

 
Where the component is derived linearly from 2 to 0 

during iteration and r1, r2 are random vectors in [0,1].�⃗� 
Step 2: Hunting: hunting activities are usually guided 

by Alpha level wolves. Beta and Delta might participate 
in the hunt every now and then. In the mathematical 
model of the gray wolf hunting behavior, it is assumed 
that Alpha, Beta, and Delta have better knowledge of the 
potential location of the prey. The first three best 
solutions are saved and the other wolves must update 
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their position according to the position of the best seeker 
wolf as shown in the equation below. 

 

𝐷∝ = 𝐶 × �⃗�∝ − �⃗�  

 𝐷 = 𝐶 × �⃗� − �⃗�  

 𝐷 = 𝐶 × �⃗� − �⃗�   (13) 
 

�⃗� = �⃗�∝ − 𝐴 × 𝐷∝ , 

�⃗� = �⃗� − 𝐴 × 𝐷  

�⃗� = �⃗� − 𝐴 × 𝐷  (14) 
 

�⃗�(𝑡 + 1) =
⃗ ⃗ ⃗

  (15) 

 
Step 3: Attacking the prey (exploitation): The gray 

wolf completes the hunt by attacking its prey when it 
stops moving. The vector is a random value in the interval 
[-2a, 2a], where a is lowered from 2 to 0 during iteration. 
When the wolf attacks the prey, that represents a process 

of exploitation.𝐴 𝐴 < 1 
Step 4: Looking for prey (exploration): The roaming 

process in GWO is applied according to different 
positions and positions to find prey and gather to attack 
the prey. The exploration process is modeled 
mathematically by utilizing A with a random value greater 
than 1 or less than -1 to oblige the seeker group to deviate 
from its prey. When | A |> 1, the wolf is forced to deviate 
from its prey to become a fitter prey. 

 
D. Validation 

One alternative approach to “train and test” that is 
often adopted in some cases (and some regardless of size) 
is called K-Fold Cross Validation.[13] by testing the 
amount of error in the test data[14]. We use the k-1 
sample for training and the remaining 1 sample for testing. 
For example, there are 10 data subsets, we use 9 subsets 
for training and the remaining 1 subset for testing. There 
are 10 training times where in each training there are 9 
data subsets for training and 1 subset is used for testing. 
After that, the average error and standard deviation of 
error are calculated[14]. Each k part is in turn used as the 
test set and the other k -1 parts are used as the training 
set[15]. 
 
E. Measurement Stages 

Confusion matrix is a dataset having only two 
classes, one class as positive and the other class as 
negative[15]. This method uses a configuration matrix 
model table. 

 
Table 2 Confusion Matrix Model[16] 

 

Prediction 

Total -1 
(Negative) 

+1 
(Positive

) 

Ex
a
m
ple

-1 
(Negative) 

p q p + q 

+1 
(Positive) 

u v u + v 

s Total p + u q + v m 

 

Where p is the number of correct predictions that the 
instance will be negative. q is the number of incorrect 
predictions that the instance will be positive. u is the 
number of incorrect predictions that the instance will be 
negative. v is the number of correct predictions that the 
instance will be positive. 
Here is the confusion matrix model equation: 
a.The accuracy value (acc) is the proportion of the 

number of correct predictions. Can be calculated using 
the equation: 

 

𝑎𝑐𝑐 =  
( )

=     [9] 

 
b. The recall or true positive rate (tp) is the proportion 

of correctly classified positive cases calculated using 
the equation: 

 
𝑡𝑝 =    [10] 

 
c. Precision (p) is the proportion of correct positive 

case predictions, which are calculated using the 
equation: 

 

𝑝 =     [11] 

III. RESULTS AND DISCUSSION  
Data collection was obtained from PT SANM. The 

dataset used in this study is sales data for the years 2018-
2020. The data contains 60 rows and 34 attributes among 
other BL01, BL01BB, BL01P, BL01PUV, BL02, 
BL02BB, BL02PUV, BL05, BL05BB, BL05BB1.6, 
BL05BL, BL05D, BL05DW, BL05L, BL05LB, BL05M, 
BL05M1.6, BL05M1.67, BL05NU, BL05NUG, BL05O, 
BL05OB, BL05PG, BL05PGUV, BL05PGUV1.6, 
BL05PGUV1.67, BL05SSS, BL05YVII, BL05YVII1.67, 
BL06PB, IMPACT1.57, SV1.67, SV1.74 and TRIVE1.53. 
The data pre-processing stage used in this study is to set 
aside unused attributes and data transformation. Data 
transformation is used to change the number class data 
type to nominal. This research classification method uses 
Enhanced KNN based[6]. 
One alternative approach to “train and test” that is often 
adopted in some cases (and some regardless of size) is 
called K-Fold Cross Validation.[17]. The results of the 
accuracy of each fold are shown in Table 3. 
 

Table 3 Test Result Accuracy Value 

Fold EKNN 
GWO-
EKNN 

1 33% 83% 
2 50% 33% 
3 83% 33% 
4 50% 83% 
5 50% 0% 
6 50% 33% 
7 33% 83% 
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8 17% 83% 
9 40% 100% 

10 40% 80% 
Average 44.6% 61.1% 

 
From 10 tests, the average accuracy of the EKNN 
method is 44.6%, with the highest accuracy value of 

83% and the lowest accuracy value of 17%. Then the test 
was carried out using the GWO-EKNN method with an 
average accuracy value of 61.1%, with the highest 
accuracy value of 100% and the lowest accuracy value of 
0%. 

Based on the accuracy value data between the EKNN 
and GWO-EKNN methods, the results show that the 
GWO-EKNN accuracy value is better than the EKNN 
with an average accuracy value of 61.1% with a difference 
of 16.5%. The following is a graphical comparison result 
to see a clearer difference in accuracy values. 

 

 
Figure 9 Comparison of the accuracy value of EKNN with GWO-EKNN 

 
In Figure 9, the highest average accuracy value is 

found in the GWO-EKNN algorithm. In the experiments 
that have been carried out, it can be concluded that the 
experimental results are in the table below:  
 

Table 4 Comparison of accuracy, precision and recall values 

Method 
Average 
Accuracy 

Average 
Precision 

Average recall 

EKNN 44.6% 23.3% 44.4% 

GWO-
EKNN 

61.1% 52.5% 62.8% 

 
Based on Table 4, it shows that the best experimental 

results are in the GWO-EKNN algorithm with an accuracy 
value of 61.1%, a precision value of 52.5% and a recall 
value of 62.8%. The second method is the EKNN 
algorithm with an accuracy value of 44.6%, a precision 
value of 23.3% and a recall value of 44.4%.  

IV. CONCLUSION  
Based on the research that has been done to improve 

the performance of EKNN in predicting raw material 
needs by selecting features using GWO, it can be 
concluded that GWO is able to increase EKNN 
performance by 16.5%, from 44.6% to 61.1%. Based on 
the GWO feature selection method, it was found that the 
features that can increase the accuracy of the prediction of 

raw material requirements include BL01, BL01BB, 
BL01P, BL01PUV, BL02, BL02PUV, BL05BB, 
BL05BB1.6, BL05BL, BL05DW and Target. So that the 
GWO-EKNN method can predict the raw material needs 
more precisely on the sales dataset of PT. SANM in 2018-
2020.  

 
Based on the above conclusions, for future research 

it is recommended to use other metaheuristic feature 
selection methods, such as: PSO, GA, ACO, BCO, and 
others as well as using optimization of metaheuristic 
methods. 

REFERENCES  
[1] R. Arian, A. Hariri, A. Mehridehnavi, A. Fassihi, 

and F. Ghasemi, “Protein kinase inhibitors’ 
classification using K-Nearest neighbor 
algorithm,” Comput. Biol. Chem., vol. 86, no. 
April, p. 107269, 2020, doi: 
10.1016/j.compbiolchem.2020.107269. 

[2] F. Borghesan, M. Chioua, and N. F. Thornhill, 
“Forecasting of process disturbances using k-
nearest neighbours, with an application in process 
control,” Comput. Chem. Eng., vol. 128, no. 
675215, pp. 188–200, 2019, doi: 
10.1016/j.compchemeng.2019.05.009. 

[3] D. A. Adeniyi, Z. Wei, and Y. Yongquan, 
“Automated web usage data mining and 
recommendation system using K-Nearest 
Neighbor (KNN) classification method,” Appl. 
Comput. Informatics, vol. 12, no. 1, pp. 90–108, 
2016, doi: 10.1016/j.aci.2014.10.001. 

[4] T. W. Sen, “Voice Activity Detector for Device 
with Small Processor and Memory,” ICSECC 
2019 - Int. Conf. Sustain. Eng. Creat. Comput. 
New Idea, New Innov. Proc., pp. 212–217, 2019, 
doi: 10.1109/ICSECC.2019.8907081. 

[5] T. W. Sen, S. Suakanto, A. M. Siregar, and A. L. 
P. Localization, “License Plate Localization for 
Low Computation Resources Systems Using Raw 
Image Input and Artificial Neural Network,” vol. 
15, no. 1, pp. 39–44, 1858. 

[6] W. M. Shaban, A. H. Rabie, A. I. Saleh, and M. 
A. Abo-Elsoud, “A new COVID-19 Patients 
Detection Strategy (CPDS) based on hybrid 
feature selection and enhanced KNN classifier,” 
Knowledge-Based Syst., vol. 205, p. 106270, 
2020, doi: 10.1016/j.knosys.2020.106270. 

[7] M. A. Oktaviani, R. S. Wibowo, and N. K. 
Aryani, “Aliran Daya Optimal dengan Efek Katup 
Menggunakan Grey Wolf Optimization,” J. Tek. 
ITS, vol. 7, no. 2, 2019, doi: 
10.12962/j23373539.v7i2.30906. 

[8] S. Mirjalili, S. M. Mirjalili, and A. Lewis, “Grey 
Wolf Optimizer,” Adv. Eng. Softw., vol. 69, pp. 
46–61, 2014, doi: 
10.1016/j.advengsoft.2013.12.007. 

[9] M. H. Nadimi-Shahraki, S. Taghian, and S. 
Mirjalili, “An improved grey wolf optimizer for 
solving engineering problems,” Expert Syst. Appl., 
vol. 166, p. 113917, 2021, doi: 
10.1016/j.eswa.2020.113917. 

0

50

100

150

1 2 3 4 5 6 7 8 9 10

Perbandingan Nilai Akurasi

EKNN GWO-EKNN



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No. 02, December 2021   p-ISSN: 2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  
  106 
 

[10] J. Gholami, F. Pourpanah, and X. Wang, “Feature 
selection based on improved binary global 
harmony search for data classification,” Appl. Soft 
Comput. J., vol. 93, p. 106402, 2020, doi: 
10.1016/j.asoc.2020.106402. 

[11] R. D. Liklikwatil, E. Noersasongko, and C. 
Supriyanto, “Optimasi K-Nearest Neighbor 
Dengan Particle Swarm Optimization Untuk 
Memprediksi Harga Komoditi Karet,” e-Jurnal 
JUSITI (Jurnal Sist. Inf. dan Teknol. Informasi), 
vol. 7–2, no. 2, pp. 172–182, 2018, doi: 
10.36774/jusiti.v7i2.252. 

[12] N. Bharanidharan and H. Rajaguru, 
“Classification of dementia using harmony search 
optimization technique,” IEEE Reg. 10 Humanit. 
Technol. Conf. R10-HTC, vol. 2018-Decem, pp. 
1–5, 2019, doi: 10.1109/R10-HTC.2018.8629846. 

[13] L. S. Han and J. A. N. Nordin, “Predicting the 
stock price trends using a K-nearest neighbors-
probabilistic model,” J. Theor. Appl. Inf. Technol., 
vol. 96, no. 18, pp. 6245–6255, 2018. 

[14] M. E. Lasulika, “Prediksi Harga Komoditi Jagung 
Menggunakan K-Nn Dan Particle Swarm 
Optimazation Sebagai Fitur Seleksi,” Ilk. J. Ilm., 
vol. 9, no. 3, pp. 233–238, 2017, doi: 
10.33096/ilkom.v9i3.148.233-238. 

[15] B. Song, S. Tan, H. Shi, and B. Zhao, “Fault 
detection and diagnosis via standardized k nearest 
neighbor for multimode process,” J. Taiwan Inst. 
Chem. Eng., vol. 106, no. xxxx, pp. 1–8, 2020, 
doi: 10.1016/j.jtice.2019.09.017. 

[16] A. Sharma, P. Madhushri, V. Kushvaha, and A. 
Kumar, “Prediction of the Fracture Toughness of 
Silicafilled Epoxy Composites using K-Nearest 
Neighbor (KNN) Method,” 2020 Int. Conf. 
Comput. Perform. Eval. ComPE 2020, pp. 194–
198, 2020, doi: 
10.1109/ComPE49325.2020.9200093. 

[17] M. Bramer, Principles of Data Mining. Springer 
London, 2007. 

 
 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No. 02, December 2021   p-ISSN:2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  
  107 
 

Combining Super Resolution Algorithm (Gaussian 
Denoising and Kernel Blurring) and Compare with 

Camera Super Resolution 
 

 
Muhamad Ghofur1*), Tjong Wan Sen2 

1,2Information Technology, Faculty of Computing, President University 
Email: 1muhamad.ghofur@student.president.ac.id, 2wansen@president.ac.id  

 
Abstract − This problem addresses the problem of low-resolution image (noisy) that will proof later by PSNR number. 
The best way to improve this low-resolution problem is by utilizing Super Resolution (SR) algorithm methodology. SR 
algorithm methodology refers to the process of obtaining higher-resolution images from several lower-resolution ones, 
that is resolution enhancement. The quality improvement is caused by fractional-pixel displacements between images. 
SR allows overcoming the limitations of the imaging system (resolving limit of the sensors) without the need for 
additional hardware. This research aims to find the best SR algorithm in form of stand-alone algorithm or combine 
algorithm by comparing with the latest SR algorithm (Camera SR) from the previous research made by Chang Chen et 
al in 2019. Furthermore, we confidence this research will become the future guideline for anyone who want to improve 
the limitation of their low-resolution camera or vision sensor by implementing those SR algorithms. 
 
Keywords – Camera, Image, Resolution. 

I. INTRODUCTION 
Image resolution describes the amount of information 

contained by images. Lower resolution less would be the 
amount of information, higher resolution more would be 
amount of information in images. Resolution of a digital 
image can be classified in many ways: pixel resolution, 
spatial resolution, spectral resolution, temporal resolution, 
and radiometric resolution. In this resaerch concentration 
is given mainly in spatial resolution. Spatial resolution: A 
digital image is made from small picture elements called 
pixels. Spatial resolution refers to the pixel density in an 
image and measures in pixels per unit area. 
The spatial resolution of an image is limited by the image 
sensors or the image acquisition devices. The modern 
image acquisition devices are using charge-coupled device 
(CCD) or complementary metal oxide semiconductor 
(CMOS) as active pixel sensor. These sensors are 
arranged in two dimensional arrays to capture two-
dimensional image signals. The number of sensors per 
unit area or the sensor size determines the number of 
pixels in image. One way to increase the resolution of the 
imaging device is to increase the sensor density by 
reducing the size of sensors. When the size of sensors is 
reduced beyond a limit it causes shot noise in the captured 
images as reducing the size of sensor also reduces the 
amount of light incident on it. Increment in the number of 
sensors in imaging device/system also increases the 
hardware cost. Therefore, there is limitation with the 
hardware that restricts the spatial resolution of the image. 
While spatial resolution is limited by sensor size, the 
image details (high frequency bands) are also limited by 
the optics due to lens blurs (associated with the sensor 
point spread function (PSF)), lens aberration effects, 
aperture diffractions and optical blurring due to motion. 
Constructing imaging chips and optical components to 
capture very high-resolution images is prohibitively 

expensive and not practical in most real applications, e.g., 
widely use surveillance cameras and cell phone built-in 
cameras. In some other scenarios such as satellite 
imagery, it is difficult to use high resolution sensors due to 
physical constraints. 
Another way to address this problem is to accept the 
image degradations and use image processing to post 
process the captured images, to trade of computational 
cost with the hardware cost. These techniques are 
specifically referred as super resolution (SR) 
reconstruction. 

  Single image super-resolution (SR) is a typical 
inverse problem in computer vision. Generally, SR 
methods assume bicubic or Gaussian down sampling as 
the degradation model [1]. Based on this assumption, 
continuous progress has been achieved to restore a better 
high-resolution (HR) image from its low-resolution (LR) 
version, in terms of reconstruction accuracy 
[2],[3],[4],[5],[6],[7],[8],[9],[10],[11] or perceptual 
quality  [12],[13],[14],[15],[16],[17],[18] However, 
these synthetic degradation models may deviate from the 
ones in realistic imaging systems, which results in a 
significant deterioration on the SR performance [19]. To 
better simulate the challenging real-world conditions, 
additional factors including noise, motion blur, and 
compression artifacts are integrated to characterize the 
LR images in either a synthetic [20] or a data-driven [21] 
manner. 

 

II. RESEARCH METHODOLOGY 
 
All methods that will be run in this research can be 
described in below process flow diagram. 
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Figure. 1 Research Method. 

 
All methods that will be run step by step as described in 
above process flow are explained below: 
1. Get baseline picture sample. 
In this method, we will use pictures from City100 data set. 
This is a set of pictures that were taken from some 
postcards and did it indoor. After that run Camera SR to 
these data set. 
2. Apply SR Algorithm 
After got the baseline data, then the next method that we 
will do is applying all those algorithms (stand-alone and 
combination). SR Algorithm that will applied in this 
research are Gaussian denoising, Kernel blurring, 
Denoising-Blurring and Blurring-Denoising. 
After that, every time we finished to apply each algorithm, 
we will compare their PSNR score with Camera SR PSNR 
score to get which one is the best SR algorithm if we refer 
with their PSNR score. 

 

III. RESULTS AND DISCUSSION 
We will start with showing some pictures from 

City100 data set and our CCD picture dataset. This will 
become base line picture data. Then after that it will 
proceed with Super Resolution algorithm in sequence and 
vice versa. We have set a requirement in this research 
method, that if there is any algorithm which does not give 
improvement in the picture data set then we will continue 
with this algorithm. 

 
Figure. 2 Five test images from city 100 data set. 

 
A. Kernel Blurring 

A kernel is a (usually) small matrix of numbers that is 
used in image convolutions, while convolution itself is a 
general-purpose filter effect for images. Convolution 
filtering is usually used to modify the spatial frequency 
characteristics of an image. They did it by applying a 
matrix to an image and a mathematical operation 
comprised of integers. The mathematical operation will 
work by determining the value of a central pixel by adding 
the weighted values of all its neighbors together. Then the 
output is a new modified filtered image. Different sized 
kernels containing different patterns of numbers produce 
different results under convolution. The image blurring 
process is commonly modeled as the convolution of a 
clear image with a shift-invariant kernel plus noise, i.e., 
 

𝑓 = 𝑘 ∗ 𝑔 + 𝑛                                 (1) 
 

where ∗ denotes the discrete convolution operator, 𝑔 
denotes the clear image, 𝑔 denotes the available blurry 
observation, 𝑘 denotes the blur kernel, and n denotes the 
image noise. The size of a kernel is arbitrary but 3X3 is 
often used.  

 
Figure. 3 Kernel matrix. 

 
Based on our research, to get higher PSNR we must 

use a square kernel matrix (3X3, 5X5, etc.). When we did 
not use a square kernel matrix, the color matrix 
distribution will not even and created some pictures spot 
greyish or darker. Based on our research, the best kernel 
matrix square that get the highest PSNR is 5X5 matrix. 

Apply Denoising 
algorithm

Start

Baseline 
PSNR

(Camera SR 
algorithm)

PSNR improve 
(compare 

with Camera 
SR)?

Combine with 
Kernell Blurring 

algorithm

Yes

PSNR improve 
(compare 

with 
Denoising)?

Apply Kernel 
Blurring 

algorithm

PSNR improve 
(compare with 
denoising and 

denoising-blurring?

PSNR improve 
(compare with 

blurring)?

Apply Kernel 
Blurring 

algorithm

Yes

No

Yes

No

Apply Kernel 
Blurring 

algorithm

No

Yes

No

Combine with 
Denoising 
algorithm

Finish (Blurring 
is the best 
algorithm)

Finish (Denoising and 
Denoising-blurring is 
the best algorithm)

Finish (Blurring-
Denoising is the best 

algorithm)



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No. 02, December 2021   p-ISSN:2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  
  109 
 

 
Figure. 4 Kernel blurring PSNR result. 

 
B. Gaussian Denoising 

The probability density function p of a Gaussian 
random z variable  is given by: 
 

𝑝𝐺(𝑧) =
√

𝑒
( )

                        (2) 

 
where  z represents the grey level,  µ the mean 
grey value and σ its standard deviation. In 
digital image processing Gaussian noise can be 
reduced using a spatial filter, though when 
smoothing an image, an undesirable outcome 
may result in the blurring of fine-scaled image 
edges and details because they also correspond 
to blocked high frequencies. The different with 
kernel blurring is in denoising the result will be 
based on how big the noise filter. The bigger 
noise filter, the bigger high frequency cannot be 
passed. Based on our research the noise filter = 
25 gave the highest PSNR result. 

 
Figure. 5 Gaussian denoising PSNR result. 

 
C. Blurring and Denoising 

Here are the PSNR results after we combine Blurring 
and Denoising. 

 
Figure. 6 Blurring and denoising PSNR result. 

 
D. Denoising and Blurring 

Here are the PSNR results after we combine 
Denoising and Blurring. 

 
Figure. 7 Denoising and blurring PSNR result. 

 
E. Result Summary 

After we include with the result from previous 
research by using Camera SR methodology, here is the 
PSNR result summary from each algorithm methodology 
and their combination. 
 

Table 1. Research Summary 
Picture Blurring Denoising Blurring 

- 
Denoising 

Denoising 
- 
Blurring 

Camera 
SR 

St. 
Petersburg. 

37.09 34.35 33.48 33.65 31.00 

Dubai 38.77 34.50 33.83 33.95 31.94 
Venice 35.00 31.46 30.52 30.68 28.19 
Rome 37.85 34.42 33.46 33.64 33.04 
New York 34.96 32.64 31.50 31.68 27.14 
Average 36.73 33.47 32.56 32.72 30.26 

 
By looking at the PSNR (dB) result in above table we can 
see that by our research, with picture characteristics in 
City100 data set, by only utilize one algorithm 
methodology that is Kernel Blurring actually we can get 
the best picture quality. How it can be happened? Because 
theoretically, a kernel blurring is a (usually) small matrix 
of numbers that is used in image convolutions, while 
convolution itself is a general-purpose filter effect for 
images. By using Kernel, a single matrix color can 
distribute some parts of their color to their neighborhood 
matrix. It is not just like a denoising algorithm when they 
want to be smoothing the noise using their spatial filter, an 
undesirable outcome may result in the blurring of fine-
scaled image edges and details because they also 
correspond to blocked high frequencies (due to their 
power of noise filter). 
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Figure. 8 SR algorithm and their combination comparison. 

 
However, for all SR algorithm and combination if we look 
at the pictures result each of them, we can see that some 
effect may happened when we zoom it in a specific point. 
We can get a blurred fine scaled image even though in 
overall picture result we can see a better-quality picture. 
This is the important thing we may consider when we 
want to implement these Super Resolution algorithm for 
our image processing. Because in some cases when you 
already have a clean (free or less noise) picture, you may 
not need these SR algorithms anymore. Or perhaps you 
need another SR algorithm like Interpolation for the 
example if you want to play with bigger pixel picture. 
                                                             

IV. CONCLUSION 
In this research we try to analyze the benefit of some 

Super Algorithm methodology and their combination to 
find solution for pictures with noise characteristics. We 
also want to compare these solutions with Camera SR 
methodology that previously has been proposed by Chen 
et al. We use the same data set that is City100 that been 
developed by Chen et al in their paper in 2019. Based on 
City100, we analyze the advantage and disadvantage of 
some SR algorithm including Camera SR methodology 
and validate that actually one of the algorithms that is 
Kernel Blurring is the best algorithm of other existing SR 
methods with average PSNR 36.73 dB and a practical 
solution so far to boost the performance of noisy pictures. 
Perhaps Chen et al. did not consider “Kernel Blurring” 
algorithm in their paper as we did not see this algorithm 
was discussed and analyzed in their paper. Despite the 
validating result, there are still some updated methodology 
and picture aspects that we have not touched in our 
research. Like for example how to increase pixel quantity, 
because increasing pixel quantity is also part of Super 
Resolution works. While in the updated methodology, 
perhaps we also can utilize the use of Deep Learning 
methodology to predict how Neural Network in a 
computer can do an automatic convolutional filter. The 
above example will be considered as our future works. 
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Abstract − Gold is a yellow precious metal that can be forged so it is easy to form with various forms of jewelry such as 
pendants, earrings, rings, bracelets and others, gold has a high value. Gold itself is an exchange rate used in ancient 
times before the existence of money as it is today. Gold also can be used as an investment that is profitable for the 
investor and it has less risks. Investment is a form of fund management to give benefit by putting fund in allocation that 
is predicted will give additional benetifs. Prediction of gold price movements or predictions of gold price in gold stock 
investment, this research uses 3 (three) algorithms that will be implemented in analysis and increase accuracy, in the 
discussion or research that was made using the Naïve Bayes algorithm, Support Vector Machine and K-Nearest 
Neighbor, the dataset is obtained from the website, namely www.finance.yahoo.com the data was then tested using 
Rapid miner tools so that the average value of the Support Vector Machine algorithm with an accuracy rate of 57.59%, 
precision 58 ,73% and recall 51,78%. The next is the Naïve Bayes algorithm so that it is known to have an accuracy rate 
of 55.59%, precision 54.55% and recall 51.70%. Based on the comparison of the three algorithms, it is known that the 
one with the best accuracy, precision, and recall is the K-NN algorithm with 61.90% accuracy, 60.98% precision, and 
60.35% recall. Furthermore, the results of testing the K-Nearst Neighbor algorithm have good results compared to the 3 
(three) other algorithm tests and the Naïve Bayes algorithm testing has a low level of accuracy, namely 55.59%, 
precision 54.55% and recall 51.70%. The research uses 3 algorithms, namely naive bayes, K-nearst neighbor and 
Support Vector Machine, because the three algorithms are well-established algorithms to be applied to research, 
especially in time series gold price research and are very good, especially for classification. 
  
Keywords – Data Mining, Naïve Bayes, KNN. Support Vector Machine. 

I. INTRODUCTION  
Gold is one of the most malleable and highly 

malleable yellow precious metals. Gold is the exchange 
rate used before the existence of money as it is today 
therefore the risk impact of investing in gold is very small, 
this yellow precious metal has two types, namely, gold for 
investment only, gold for jewelry only such as necklaces, 
rings, bracelets, earrings and others, gold is investment in 
gold stocks or gold futures. Investment process contains 
risk and uncertainty. The investment that everyone can do 
is a gold investment, so this so that gold becomes an 
investment that is in great demand and becomes a prima 
donna among the upper class, upper or lower middle, but 
basically in investing in gold this is when price 
fluctuations occur every day, every month or even every 
year, this fluctuation risk is called time series risk, where 
the price is always going up and down. In order not to 
happen and avoid risk, in this study a strong prediction is 
made about the price of gold by using time series data so 
that gold investors can know when to invest and when to 
resell so that they can provide benefits for gold investors 
according to the plans that have been made, This gold 
price forecast is made so that investors get profits and 
according to the plans made in this research. This gold 
precious metal investment is more profitable, However, 
investors must know that there are several factors that 
influence when the gold exchange rate occurs Gold is one 
of the most valuable commodities and is traded in various 
parts of the world, such as one of the leading countries, 

namely Saudi Arabia, with the most investors reaching 
70%. Gold is synonymous with a symbol of luxury and 
glory, but gold is vulnerable and heavily influenced by 
various economic indicators such as interest rate, inflation, 
and Bruto Domestic Product (Produk Domestik Bruto). 
Certain information is utilized its knowledge. One of the 
approach that can be used to analize a group. Several 
research methods have been carried out to predict gold 
prices, one of which is the Prediction of Gold Price 
Movements in Gold Stock Investments By Comparing the 
Naïve Bayes Algorithm, KNN and Support Vector 
Machine[1]. The Naïve Bayes algorithm has been used to 
predict gold prices as was done by Mohammad Guntur, 
Yulius Santony and Yuhandri in 2018 with the title Gold 
Price Prediction Using The Naïve Bayes Method In 
Investing To Minimize Risk[2] with the results of his 
research, namely predicting the price of gold which can 
help make decisions in determining whether to sell or give 
gold to predict the price of gold for the next 14 days The 
data used for testing are 16 data and an accuracy of 75% 
[3] is obtained, but Naïve Bayes has many deficiencies in 
classification problems, classification so that further 
research is needed to improve accuracy. In this study, 
several tests were carried out on the price of gold by 
adding a dataset so as to get high accuracy Based on the 
brief discussion of the above problems, predictions are 
made by increasing accuracy of the gold price prediction, 
This research uses gold price data with of gold time series 
data obtained from a time series gold data website, namely 
www.finance.yahoo.com and processing gold data so that 
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the results of gold price predictions can be known. Based 
on the explanation described above, this research was 
conducted so that compare Naïve Bayes[4], Support 
Vector Machine[5], and K-Nearest Neighbor 
algorithm[6],[8],[9],[10]”. 

II. RESEARCH METHODOLOGY 
In this study, analysis and methodology were carried out 
on the gold time series datafacilites research and able to 
run systemmatically fulfill the purpose as expected 
therefore steps in research research stage is made and will 
be run as follows 

 
Figure 1 Research Stages 

2.1. Data collection 

At the stage of data collection, research is carried out 
using 2 (two) references to the types of data obtained, 
including: 
 
1. Primary Data 

The data taken in this study is data from a website 
www.finance.yohoo.com, namely the price of gold time 
series for 5 (five) years, from 2014 to 2019, this data is 
used as study material for learning and training in 
research. next. 

At this stage, namely taking existing references, 
namely looking for references in books or journals and 
also on papers that are similar to the research being 
conducted. 
 
2.2 Data Processing 

At this stage, data processing is carried out by pre-
processing the data to be processed. The data obtained in 
this study are time series gold price data taken from a 
website www.finance.yahoo.com as an initial stage, the 
processing is carried out in 3 stages, the first stage is the 
elimination of some noise data, then the second stage 
namely dividing into training data and testing data, 90% 
for training and 10% for testing data. The third stage of 
processing is carried out using rapidminer tools to find 
accuracy, precision and recall on rapidminer tools. 

 

 
Figure 2 Dataset Graph 

 
At the data cleaning stage, it aims to clean up 

inconsistent data empty values or commonly called empty 
tuples, duplicate data and correct data errors, the data 
repair process is carried out manually, with the help of 
spreadsheet tools 
2.4 Data Selection 

Data selection is the process of selecting data from 
existing operational data before entering the data and 
information mining stage. At this stage, the following 
steps will be carried out: 
 
1. The data sample is taken randomly with the attribute 

parameters on the data www.finance.yahoo.com. The 
document that has the largest amount of data to be 

 used as a dataset and ensures that the selected data is 
suitable for use in the modeling process. 

2. After viewing this dataset, you will get the amount of 
testing data. 

3. Choose the attributes that will be used and analyzed, 
because in the initial data there are some unneeded 
attributes such as attributes. 

 
Table 1 Data and Attribute Used 

 
2.5 Transformation Data 

The data transformation stage is the process of 
changing the initial data format into a standard data format 
for the process of reading data using the algorithms in the 
programs or tools used.  

 
2.6 Modelling 

The modeling in this study was carried out using data 
mining classification techniques for the Naïve Bayes 
algorithm, Support Vector Machine, and K-Nearest 
Neighbor. This technique was chosen because it is a 
commonly used method in data mining research to 
classify or recognize new data that has never been studied, 
especially in predicting gold price movements or 
predicting gold prices in gold stock investments. The The 
algorithm that will be used for the analysis of this research 
is the Naïve Bayes algorithm, Support Vector Machine, 

No 
Atribute 

Date Oil USD Euro IHSG S&P500 Gold 

1 31/05/19 53.5 14385 15,964. 6209 2,752.0 1,30 

2 30/05/19 56.5 14385 16,027 6209 2,788.8 1,28 

3 14/05/10 58.8 14478 16,125 5907 2,840.2 1,27 
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and K-Nearest Neighbor [11],[12],[13],14]. These 3 
(three) algorithms are algorithms that have been 
established and is widely implemented in classification 
techniques. In addition, this algorithm has advantages, 
namely in the form of good accuracy in handling a 
processed dataset 

. 
2.7 Testing and Validation of Reseach 

Method testing is carried out with the aim of knowing 
the results of the analyzed calculations and measuring the 
methods and algorithms used whether they function 
properly or not. The testing process uses the rapidmener 
tool and sees whether the data is in accordance with the 
results obtained through the tool. While the validation of 
the methods and algorithms of Naïve Bayes[15],[16],[17], 
Support Vector Machine[18],[19],[20], and K-Nearest 
Neighbor[21],[22] is done by measuring the results of 
accuracy, percision and recall and can be calculated using 
the Confusion Matrix as follows: 

 
2.8 Proposed Method 

The method of this research uses 3 (three) algorithms, 
namely K-NN, Naive Bayes and Support Vector Machine 
to train data accuracy in time series gold price prediction 
assisted by rapid miner software. 

 
2.9 K-fold Cross Validation 

Using K-Fold Cross-Validation for statistical analysis 
that will be generalized to independent data sets (Suyanto, 
2019). This technique is mainly used to make model 
predictions and estimate how accurate a predictive model 
will be when run in practice. The purpose of defining to 
test the model phase is, data validation, to limit problems 
such as the occurrence of such To provide insight into 
how the model will generalize independently of the 
dataset (i.e., unknown dataset, for example from a real 
problem), the following is an example of a data iteration 
table on K-Fold Cross Validation. 

 

 
Figure 3 Testing With 10 K-fold Cross Validation 

 
1. KNN 

The accuracy value is calculated by adding up the 
correct data, namely positive (True Positive) plus true 
negative (True Negative) divided by the number of correct 
data, namely true positive (True Positive), true negative 

(True Negative) and added by the false data which is 
positive ( False Positive), Negative (False Negative). 
 

Table 2 Confusion Matrix (K-NN) Accuracy Calculation Formula 

 

Score 
Prediction 

True Value 

Calculation K-NN 

 True False 

True TP 
11 

FP 
3 

False FN 
0 

TN 
0 

 

Accuracy 
TP + TN

TP + TN + FP + FN
100                           (1) 

                    

                     =
11 + 0

11 + 0 + 3 + 0
∗ 100% 

 

 =
11

14
∗ 100% 

 
 = 0,7857142857 ∗ 100%  

 
 = 78,57% 
 

The precision value is calculated by dividing the  
 
number of true positive data (True Positive) divided by 

the number of true positive data (True Positive) and false 
positive data (False Positive). 

Precision =
TP

TP + FP
100%                                          (2) 

 

                         =
11

11 + 3
∗ 100% 

 

                        =
11

14
∗ 100% 

 
                      = 0,7857142857 ∗ 100% 

  
                     = 78,57% 
 

The recall value is calculated by dividing the correct  
 
data, which is true positive (True Positive) and divided 

by the number of correct data, namely true positive (True 
Positive) and false data, namely false negative (False 
Negative). 

 

Recall =
TP

TP + FN
∗ 100%                                                  (3) 

                  =
11

11 + 0
∗ 100% 

 

                  =
11

11
∗ 100% 

 
     = 1 ∗ 100%  
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     = 100% 
The accuracy value is calculated by adding up the 

correct data, namely true positive (True Positive) plus the 
  

Tabel 3 Confusion Matrix SVM Precision Calculation SVM 
 
true negative value (True Negative) also divided by the 

number of correct data, namely true positive (True 
Positive), true negative (True Negative) and added to the 
data False is false positive (False Positive), and the data is 
divided by false negative (False Negative). 

 
 

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100%                (4) 

 

                         =
11 + 0

11 + 0 + 3 + 0
∗ 100% 

 

    =
11

14
∗ 100% 

 
                       = 0,7857142857 ∗ 100%  
 

    = 78,57% 
 

The precision value is calculated by dividing the 
number of true positive data (True Positive) divided by the 
number of true positive data (True Positive) and false 
positive data (False Positive) 
 

.Precision = ∗ 100%                                      (5) 

 

                         =
11

11 + 3
∗ 100% 

 

                        =
11

14
∗ 100% 

 
                        = 0,7857142857 ∗ 100%  
 
                     = 78,57% 
 

The recall value will be calculated by dividing the 
correct data, namely true positive (True Positive) then 
dividing by the correct number of data, namely true 
positive (True Positive) and incorrect data, namely false 
negative (False Negative). 

 

Recall =
TP

TP + FN
∗ 100%                                            (6) 

 

                  =
11

11 + 0
∗ 100% 

 

                  =
11

11
∗ 100% 

 
                 = 1 ∗ 100%  
 
                 = 100% 
 

The accuracy value is calculated by adding up the correct 
data which is positive (True Positive) plus the negative 
value (True Negative) divided by the number of correct 
data which is positive (True Positive), Negative (True 
Negative) and added by false data which is positive 
( False Positive), Negative (False Negative). 
 

Table 4  Confusion Matrix Accuracy Calculation Naïve bayes 
Score 

Prediction 
True Value 

 Calculation Naïve Bayes 

            True                               False 
True TP 

7 
FP 
3 

False FN 
4 

TN 
0 

 
 

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100%                (7) 

 

      =   
7 + 0

7 + 0 + 3 + 4
∗ 100% 

 

 =
7

14
∗ 100%                                

 
   = 0,5 ∗ 100%                                   

 
                        = 50% 
 

The precision value is calculated by dividing the 
number of true positive data (True Positive) divided by the 
number of true positive data (True Positive) and false 
positive data (False Positive). 

 

 Precision =
TP

TP + FP
∗ 100%                                     (8) 

 

       =
7

7 + 3
∗ 100% 

 

       =
7

10
∗ 100% 

 
      = 0,7 ∗ 100%  

 
      = 70% 

 
The recall value is calculated by dividing the 

correct data which is positive (True Positive) with the 
sum of the correct data which is positive (True 
Positive) and the incorrect data which is negative 
(False).. 

Score 
 Prediction 

True Value 
Calculation SVM 

 True False 

True  TP 
7 

FP 
3 

False FN 
4 

TN 
0 
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 Recall =
TP

TP + FN
∗ 100%                                           (9) 

             =
7

7 + 4
∗ 100% 

 

             =
7

11
∗ 100% 

 
             = 0,636363664 ∗ 100%  
 
             = 63.64% 
 

From the sample data as many as 14 data, then the 
results from these data state the level of accuracy, recall 
and persicion of the K-NN, SVM and Naïve Bayes 
algorithms. The following are the results of the accuracy, 
recall and persicion values 

 
Table 5 Results of accuracy, recall and precision values 

 

III. RESULTS AND DISCUSSION  
In this study using the SVM, Naïve Bayes, K-NN 

algorithm which will be tested so that it will get the 
results of accuracy, precision, and recall values as well as 
predictions that can be used in making decisions when 
investing in gold. The source of data as an object in this 
study is gold price data over a period of  years The data 
used in this study consists of attributes or variables such 
as, Oil, USD, Euro, IHSG, S&P500, Gold, so that it can 
find out a result of knowledge in predicting gold data and 
in this test using 2000 data and the data is divided into two 
90% training data and 10% testing data, so that it can 
produce models or values of accuracy, precision and recall 
obtained from the three algorithms to test gold data, the 
data used is divided randomly or randomly into subsets, 
namely t1, t2, t3, ... , t10 with the same data size. 

From the 200 testing data and 1800 training data, data 
modeling will be formed to be tested by rapidminer in 
finding results so that they can find out the accuracy, 
precision and recall results. and compare the 3 algorithms 
that have good results or have high levels of accuracy, 
precision and recall  

from the test results can produce information and 
knowledge in predicting gold investment. The following is 
Table 6 of the modeling process in testing gold data. 

 
Tabel 6. 10 x test 

No                      Testing 
 10 x test 

Test 1 200 200 200 200 200 200 
Test 2 200 200 200 200 200 200 
Test 3 200 200 200 200 200 200 
Test 4 200 200 200 200 200 200 
Test 5 200 200 200 200 200 200 
Test 6 200 200 200 200 200 200 
Test 7 200 200 200 200 200 200 
Test 8 200 200 200 200 200 200 
Test 9 200 200 200 200 200 200 
Test 10 200 200 200 200 200 200 

Based on table 7 it is shown that the p value used by 
the testing process. Here are the steps for testing the data 
with 10 tests. 

 

Table 7 Sharing of Training Data and Testing Data 
No  Data Training and Data Testing 

 Data Training                  Data Testing 
Test 1 1800 200 
Test 2 1800 200 
Test 3 1800 200 
Test 4 1800 200 
Test 5 1800 200 
Test 6 1800 200 
Test 7 1800 200 
Test 8 1800 200 
Test 9 1800 200 

Test 10 1800 200 

 
The data used is divided into 10 parts, namely p1, 

p2,….p10 and training data, = (1, 2, 3, 4, 5, 6, 7……, 10) 
is used as testing data and others as training data. 

Accuracy results are calculated for each test (test-1,  
 
test-2, test-3, test-4, test-5, test-6, test-7, test-8, test-9, 

test-10) then calculate the average level of accuracy from 

all tests to get the level of accuracy, precision and recall of 
the overall data 

The data is saved in excel workbook format which is 
then converted into a data frame with the read excel 
command.  

 
Table 8 Sample Data Testing 

No 
   Atribute 

Date Oil USD Euro IHSG S&P500 Gold 

1 31/05/19 53.5 14385 15,964. 6209 2,752.0 1,30 

2 30/05/19 56.5 14385 16,027 6209 2,788.8 1,28 

3 29/05/19 591 144 16,028 6104 2,783.0 1,28 

4 28/05/19 591 143 16,043 6033 2,808.3 1,27 

5 27/05/19 591 143 16,103 6098 2,802.1 1,28 

6 26/05/19 587 143 16,129 6098 2,808.3 1,28 

7 25/05/19 586 143 16,126 6098 2,802.1 1,28 

8 24/05/19 586 144 16,126 6057 2,826.0 1,28 

9 23/05/19 579 145 16,167 6032 2,822.2 1,28 

10 22/05/19 614 144 16,199 5939 2,856.2 1,27 

11 21/05/19 629 144 16,160 5951 2,864.3 1,27 

12 20/05/19 631 144 16,147 5907 2,8402 1,27 

13 19/05/19 627 144 16,129 5907 2,840.2 1,27 

14 14/05/10 58.8 14478 16,125 5907 2,840.2 1,27 

 
The training and testing data will be processed using 

the SVM, Naïve Bayes and K-NN algorithms, the data is 
tested with the rapidminer tools, this study will evaluate 
the classification results of the data, the real data that have 
been tested, so that the results of accuracy, recall and 
precision can be seen on tools rapidminer determining 
data result of powder coating production. Here is the 

No Result 
Algorithm Accuracy Precision Recall 

1 K-NN 78.57% 78.57% 100% 
2 SVM 78.57% 78.57% 100% 
3 Naïve Bayes 50% 70% 63.64% 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No. 02, December 2021   p-ISSN : 2776-3234  

        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  
  117 
 

overall process of data testing by using rapid minerr. From 
the testing result with 10 testings randomly has generates 
highest accuracy level, it is K-NN algorithm.  

Table 9  Accuraci Value Result 

No 
         SVM                     Naïve Bayes                    K-NN 

Accuracy Accuracy Accuracy 

1 Test 1 58.50% Test 1 60.00% Test 1 63.00%  

2 Test 2 59.50% Test 2 60.00% Test 2 63.00%  

3 Test 3 60.50% Test 3 59.50% Test 3 58.50%  

4 Test 4 53.50% Test 4 48.50% Test 4 62.00%  

5 Test 5 55.50% Test 5 57.00% Test 5 59.00%  

6 Test 6 54.50% Test 6 51.00% Test 6 66.00%  

7 Test 7 55.00% Test 7 55.50% Test 7 62.00%  

8 Test 8 52.00% Test 8 43.50% Test 8 53.50%  

9 Test 9 64.50% Test 9 55.00% Test 9 62.00%  

10 Test 10 66.00% Test 10 67.50% Test 10 70.00%  

 
From the test results by conducting 10 random 

tests,the highest accuracy level is the K-NN . algorithm 
 

Table 10  Precision Value Result 

No 
Algorithm      

SVM Naïve Bayes KNN 

1 Precision Precision Precision  

2 T 1 61.40% T 1 66.67% T 1 66.67%  

3 T 2 59.72% T 2 55.68% T 2 55.68%  

4 T 3 55.30% T 3 64.76% T 3 64.76%  

5 T 4 53.66% T 4 58.89% T 4 58.89%  

6 T 5 54.95% T 5 66.33% T 5 66.33%  

7 T 6 52.63% T 6 59.09% T 6 59.09%  

8 T 7 56.00% T 7 49.41% T 7 49.41%  

9 T 8 68.52% T 8 58.62% T 8 58.62%  

10 T  9 62.50% T  9 65.96% T  9 65.96%  

11 T 10 62.50% T 10 65.96% T 10 65.96%  

 
From the testing result with 10 testings randomly has 
generates highest precision level, it is K-NN algorithm.  

 
Table 8 Recall Value Result 

N
o 

SVM  NB KNN Atrib 

Recall  Recall  Recall  

1 T 1 
 

50.00% 
T 1 

 
51.92% 

T 1 
 

64.42% 
 

2 T 2 
 

87.50% 
T 2 

 
74.17% 

T 2 
 

76.67% 
 

3 T 3 
 

46.24% 
T 3 

 
51.61% 

T 3 
 

52.69% 
 

4 T 4 
 

68.22% 
T 4 

 
53.27% 

T 4 
 

63.55% 
 

5 T 5 
 

67.35% 
T 5 

 
62.24% 

T 5 
 

54.08% 
 

6 T 6 
 

50.00% 
T 6 

 
30.00% 

T 6 
 

65.00% 
 

7 T 7 
21.74% 

T 7 
 

79.35% 
T 7 

 
56.52% 

 

N
o 

SVM  NB KNN Atrib 

Recall  Recall  Recall  

8 T 8 
 

25.00% 
T 8 

 
23.91% 

T 8 
 

45.65% 
 

9 T  9 
 

40.66% 
T  9 

29.67% 
T  9 

56.04%  

1
0 

T 10 61.11% T 10 
61.11% 

T 10 
68.89%  

      
 From the testing result with 10 testings randomly has 
generates highest recall level, it is K-NN algorithm.  
According to the data that has been tested, the result of the 
data explains the level of accuracy, recall, and precision. 
Here below is the graphic of overall data that has been 
tested by using rapid miner.  

 
1. Accuracy 

The graphic result of accuracy value with result of data 
training and testing.  
 

  
Figure 4 Grafik Accuracy 

 
2. Precission 

The graphic result of precision value with result of 
data training and testing. 
 

 
Figure 5 Grafik Precision  

 
The graphic result of recall value with result of data 

training and testing.  
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Figure 6 Grafik Recall 

 
The test results from the gold data produce the level of 

accuracy, precision and recall of each algorithm, which 
can be explained as follows. The SVM algorithm has an 
accuracy rate of 57.59%, precision 58.73% and recal 
51.78% while the Naïve Bayes algorithm has an accuracy 
rate of 55.59% precision 54.55% and recall 51.70% and 
which has a level accuracy, The best precision and recall 
in comparing the 3 algorithms in testing this gold data is 
the K-NN algorithm which has an accuracy value of 
61.90%, precision 60.98% and recall 60.35% and can be 
seen from table 4.7 the results of 3 the algorithm. 

 
Table 8 Accuracy Value Resilt 

No 
Accuracy 

 
Algorithm  Accuracy Precissin Recall   

1 
Naïve 
Bayes 

 55.59% 
54.55% 51.70%   

2 SVM  57.59% 58.73% 51.78%   

3 KNN  61.90% 60.98% 60.35%   

 
From the test results by conducting 10 random tests with 
the highest level of accuracy, precision and recall being 
K-NN, the following is an overview of the graph of the 
results of testing 3 algorithms. 

 

Picture 6 Graphic of Testing Result Value 
 

Analysis 
Based on the results of the gold data analysis and the 

results of the gold data testing that was carried out, the 
data testing resulted in good results with the composition 
of the 6 data attributes tested, then the data was tested 
with the SVM algorithm, K-NN and Naïve Bayes produce 
good results above 50% and based on the results obtained 

in this study, the algorithm that produces good accuracy, 
precision and recall levels of the 3 algorithms is K-NN. In 
gold investment so that we can analyze and the results 
obtained from testing by doing random or random tests by 
generating the average value of the algorithm SVM has 
57.59% accuracy, 58.73% precision and 51.78% recall, 
while the Naïve Bayes algorithm has 55.59% accuracy, 
54.55% precision and 51.70% recall and which has the 
best level of accuracy, precision and recall in comparing 
the 3 algorithms in testing this gold data is the K-NN 
algorithm which has 61.90% accuracy, 60.98% precision 
and 60.35% recall. The results of the K-NN algorithm 
have quite good results from the 3 tests of the algorithm. 

From the testing of the nave Bayes algorithm, it was 
carried out randomly or randomly in the test and the 
results of the nave Bayes algorithm test had an accuracy 
value of 55.59%, precision 54.55% and recall 51.70%. 
From the prediction results, the data tested or read from 
the Naive Bayes algorithm has a fairly low gold data 
classification value or in the process of predicting data up 
will be read down and data down will be read up, so from 
the results of this study, random testing was carried out 
with the same data using 200 testing data and had 6 
attributes used because gold data in general can be 
categorized as good results because the data has 6 
attributes that have information about gold investment. 

IV. CONCLUSION 
Based on the test results using the SVM, K-NN and 

Naïve Bayes algorithms, the following conclusions can be 
drawn: 

In testing the gold data, the data tested resulted in good 
results with the composition of the 6 data attributes being 
tested, then the data was tested with the SVM, K-NN and 
Naïve Bayes algorithms produce good results above 50%, 
testing by conducting random tests or random by 
producing an average value of the SVM algorithm has an 
accuracy rate of 57.59%, precision 58.73% and recall 
51.78% while the Naïve Bayes algorithm has an accuracy 
level of 55.59%, precision is 54.55% and recall is 51.70% 
and which has a level of accuracy, The best precision and 
recall in comparing the 3 algorithms in testing this gold 
data is the K-NN algorithm which has 61.90% accuracy, 
60.98% precision and 60.35% recall. the results of the K-
NN algorithm have fairly good results from the 3 tests of 
the algorithm and the naesve Bayes algorithm test has an 
accuracy value of 55.59%, precision 54.55% and recall 
51.70%  From the prediction results, the data tested or 
read from the naïve Bayes algorithm has a fairly low gold 
data classification value or in the process of predicting the 
data up will be read down and the data down will be read 
up. Based on the research conducted, this research can 
provide some suggestions as follows: 

Maximize or add more specific and more attributes in 
Naïve Bayes, SVM and K-NN classifications, further 
research is needed by testing with other algorithms such as 
C.45, C.50 and so on in order to obtain comparisons with 
the highest level of accuracy in making classifications on 
Naïve Bayes, SVM and K-NN and further research to 
improve accuracy, precision and recall in classifying by 
conducting experiments on each parameter. 
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Abstract −Airline companies need to provide satisfactory service quality so that people do not switch to using other 
airlines. The way that can be used to determine customer satisfaction is to use data mining techniques. Currently, the 
website www.kaggle.com has provided Airline Passenger Satisfaction data consisting of 22 attributes, 1 label and 
25976 instances which are included in the supervised learning data category. Based on several previous studies, the 
Naïve Bayes algorithm can provide better classification performance than other classification algorithms. Several 
studies also state that the use of Naive Bayes can be optimized using Genetic Algorithm (GA) to obtain better 
performance. The use of Genetic Algorithm for Nave Bayes optimization in classifying Airline Passenger Satisfaction 
data requires further research to ensure the performance of the given classification. This study aims to compare the use 
of the Naive Bayes algorithm for the classification of Airline Passenger Satisfaction with and without GA optimization. 
The data validation process used in this study is to use split validation to divide the dataset into 95% training data and 
5% testing data. The test results show that the use of GA on Naive Bayes can improve the classification performance of 
Airline Passenger Satisfaction data in terms of accuracy and recall with an accuracy value of 85.99% and a recall of 
87.91%. 

 
Keywords - data mining, classification, Naïve Bayes, Genetic Algorithm, Customer Satisfaction.  
 
 
 

I. INTRODUCTION 
Geographically, Indonesia, which is an archipelagic 

country, requires transportation facilities that make it 
easier for people to accommodate accommodation, one of 
which is by air. This is a great potential that can be taken 
by airline companies [1]. Airline companies need to 
provide satisfactory service quality so that people do not 
switch to using other airlines [2]. The service quality of an 
airline cannot be measured from the company's point of 
view, but must be seen from the point of view of customer 
satisfaction [3]. The method that can be used to determine 
customer satisfaction is to use data mining techniques [4]. 

One way that can be used to predict customer 
satisfaction with data mining techniques is by using a 
classification model. Classification models can be used on 
supervised learning data [5]. Currently on the 
websitewww.kaggle.com has provided Airline Passenger 
Satisfaction data consisting of 22 attributes, 1 label and 
25976 instances included in the supervised learning data 
category [6], so that it can be used to create a 
classification model. It takes a good algorithm for making 
an optimal classification model, one of which uses the 
Naïve Bayes algorithm. 

Based on several previous studies, the Naïve Bayes 
algorithm can provide better classification performance 
than other classification algorithms such as k-NN, C4.5, 
Decision Tree, and even Neural Networks. [7] [8] [9]. 
These studies try to compare the Naive Bayes algorithm 
with classification algorithms to predict various types of 
datasets to find out which algorithm has the best 
performance. Besides being able to provide good 

classification performance, the Naïve Bayes algorithm can 
also be used for imbalance data [10] [11], so it is suitable 
to be used to classify Airline Passenger Satisfaction data. 

Although Nave Bayes has shown outstanding 
classification accuracy, currently independent assumptions 
are rarely discussed in the Nave Bayes classification. One 
way to try independent assumptions in the Naïve Bayes 
algorithm is by attribute weighting [12]. This is also 
supported by Liangxiao Jiang (2019) which states that it is 
necessary to propose an attribute weighting method to 
reduce independent assumptions [13]. Attribute weighting 
can be done using Genetic Algorithm (GA) through 
Feature Selection [14].  

GA is one of the optimization algorithms created to 
mimic some of the processes observed in natural evolution 
[15]. The optimization carried out by GA is to predict the 
right number of iterations, so that there is no need to 
calculate the number of different iterations to get complete 
occurrences of independent paths. [16]. The most 
significant advantage of GA is its ability to search 
globally as well as adaptability to a wide spectrum of 
problems [17]. Based on several previous studies, it is 
stated that the use of GA can improve the classification 
performance of Naïve Bayes [18] [19].  

Based on previous research, it shows that GA is able to 
improve classification performance on Naïve Bayes, but 
has not found the application of GA to Naïve Bayes for 
the classification of airline customer satisfaction. This 
study analyzes GA optimization on Naïve Bayes for the 
classification of Airline Passenger Satisfaction data. 
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II. RESEARCH METHODOLOGY 
A. Data used 

This study uses Airline Passenger Satisfaction data 
taken from the sitewww.kaggle.com on April 24, 2021 
[6]. Airline Passenger Satisfaction data is data that 
contains a survey of airline passenger satisfaction in the 
world. Airline Passenger Satisfaction data is still a new 
dataset that has not been widely used for research because 
the data has been uploaded to the site www.kaggle.com 
since May 2020. This data has 1 label with a boolean data 
type consisting of 22 attributes and 25976 instances. The 
purpose of using this data is to find out what factors are 
most correlated with airline passenger satisfaction, so that 
this data is suitable to be used to create a classification 
model. Each attribute and label contained in the Airline 
Passenger Satisfaction data can be seen in Table 1. 

Table1. Airline Passenger Satisfaction Attributes and Labels 
Content Information Ket 
Gender Passenger gender (Female, Male) Attribute 

Customer Type Type of customer (Loyal customers, 
disloyal customers) 

Attribute 

age Actual passenger age Attribute 
Type of Travel Passenger flight destinations (Private 

Travel, Business Trip) 
Attribute 

Class Class of travel on passenger aircraft 
(Business, Eco, Eco Plus) 

Attribute 

flight distance Flight distance of this trip Attribute 

Inflight wifi 
service 

Satisfaction level of inflight wifi 
service (1-5) 

Attribute 

Arrival time 
convenient 

Satisfaction level Departure / Arrival 
time comfortable (1-5) 

Attribute 

Ease of Online 
booking 

Online order satisfaction level (1-5) Attribute 

Gate location Gate location satisfaction level (1-5) Attribute 

Food and drink Food and beverage satisfaction level 
(1-5) 

Attribute 

Online boarding Online boarding satisfaction level (1-
5) 

Attribute 

Seat comfort Seat comfort level of satisfaction (1-
5) 

Attribute 

Inflight 
entertainment 

Satisfaction level of inflight 
entertainment (1-5) 

Attribute 

On-board service On-board service satisfaction level 
(1-5) 

Attribute 

Leg room service Room service satisfaction level (1-5) Attribute 

Baggage handling Baggage handling satisfaction level 
(1-5) 

Attribute 

Check-in service Check-in service satisfaction level (1-
5) 

Attribute 

Inflight service In-flight service satisfaction level (1-
5) 

Attribute 

Cleanliness Cleanliness satisfaction level Tingkat 
(1-5) 

Attribute 

Departure Delay  Minutes delayed on departure Attribute 
Arrival Delay  Minutes delayed on Arrival Attribute 
Satisfaction Airline satisfaction level (Satisfied, 

Dissatisfied) 
Label 

 
Airline Passenger Satisfaction Data does not have a 
missing value, so it can be directly used for the 
classification process without the need to go through 
preprocessing data. 
 
B. Research Model 

Airline Passenger Satisfaction data is used to form a 
classification model. The label used is the attribute 
"Satisfaction" with a value of "Satisfied" and 
"Unsatisfied". From all data used, 66% are instances 

labeled "Not Satisfied" while the rest are instances labeled 
"Satisfied". This research carried out the test twice which 
later will be analyzed the results obtained. The first test is 
done using GA optimization, while the second test is done 
without GA optimization. 

The classification model built in this study uses the 
spit validation process to divide the data into training data 
and testing data. The training data used in this study is 
95% of all Airline Passenger Satisfaction data, while the 
remaining 5% is used for testing data. The training data 
obtained from the validation process will be used for 
classification modeling using the Naïve Bayes algorithm. 
The resulting model is then used as an apply model for use 
in testing data. After the classification has been carried 
out, then the performance of the classification model is 
measured based on the values of accuracy, precision, and 
recall. 

 
Figure 1. First Test of Naïve Bayes Classification Using Genetic 

Algorithm 
 

 
Figure 2. First Test of Naïve Bayes Classification Without Using Genetic 

Algorithm 
In Figure 1 and Figure 2 shows that in this study the test 
was carried out 2 times, namely: (1) Classification of 
Airline Passenger Satisfaction data using Naïve Bayes 
with optimization of Genetic Algorithm, (2) Classification 
of Airline Passenger Satisfaction data using Naïve Bayes 
without optimization of Genetic Algorithm . The 
performance results of the two tests will be compared and 
then analyzed to show the research findings. 
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C. Classification with Naïve Bayes 

Naïve Bayes is widely used to solve classification 
problems in real-world applications because of its ease of 
building and interpreting data, and its good performance. 
[13]. The Naïve Bayes algorithm is a supervised learning 
algorithm based on the Bayes theorem with the 
assumption of independence between predictors. This 
means that the features in the class are independent of 
other features. The Naive Bayes classifier can be used for 
both continuous and categorical variables [12]. It is based 
on the Bayes formula which is the probability of event A 
given proof of B which can be seen in the following 
equation [7]: 
𝑃(𝐴, 𝐵) = 𝑃(𝐴)𝑃(𝐵)    (1) 

 
Through equation (1) and using the concept of the Bayes 
theorem, the final equation of the Naïve Bayes algorithm 
is obtained as follows: 

𝑃(𝐴|𝐵) =  
( | ) ( )

( )
     (2) 

 
Based on equation (2), it is known that A is a class and 

B is an instance. A represents the dependent event which 
means the predicted variable and B represents the 
previous event which means the predictor attribute. The 
final step of the Naive Bayes algorithm is to find the 
maximum probability that will serve as a predictor class. 
 
D. Optiomation with Genetic Algorithm 

Genetic Algorithm (GA) was discovered by John 
Holland in 1960 who was inspired by the process of 
evolution in nature [20]. GA is an optimization method 
developed based on the mechanism of natural selection by 
imitating the genetics of living things in solving difficult 
problems with high complexity and undesirable structures. 
[21]. The optimization process in GA is carried out based 
on the sample population by developing a population 
candidate solution towards a better solution [22]. 

The first step of GA is the formation of chromosomes. 
Each chromosome yields one answer to one problem. New 
answers are generated after applying the crossover, 
mutation, and selection operations. The fitness function 
evaluates the benefits of chromosomes. GA then finds the 
most feasible chromosome with the maximum fitness 
function value from generation to generation. Many 
circumstances such as initial population size, number of 
generations, crossover operator, mutation operator and 
fitness function determine the performance of the genetic 
algorithm [23]. Fewer generations are required to reach 
the optimal answer in order to produce a more accurate 
fitness function. 
 
E. Evaluation with Cross Validation 

The cross validation method or also known as k-fold 
cross validation is a validation method that involves 
splitting a random sample set into a series of equal-sized 
folds (groups), where k indicates the number of partitions, 
or folds, the data set is broken down. [24]. For example, if 
the k value of ten is used, the data set is divided into ten 
partitions. In this case, nine partitions are used for training 
data, while the other partitions are used for data testing. 
The training is repeated ten times, each time using a 

different partition as the test set, then the other nine 
partitions are used as training data. The results are then 
averaged for reporting [25]. 
 
F. Confution Matrix for Performance Testing 

In a binary confution matrix, observations that are 
correctly classified into a positive class are called true 
positives (TP) and observations that are correctly 
classified into a negative class are called true negatives 
(TN). Instances of a positive class that are classified 
incorrectly as negative are called false negatives (FN) and 
instances of a negative class that are classified incorrectly 
as positive are called false positives (FP). Based on the 
values of TP, FP, TN and TP, classification performance 
indicators can be calculated that reflect how the classifier 
performs in detecting a given class. The most commonly 
used indicators are accuracy, precision, recall (sensitivity) 
which can be written in the following equation [26]:  

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
( )

 (3) 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =  
( )

 (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
( )

 (5) 

 
Accuracy is the simplest and most widely used metric 

for measuring the performance of a classification model. 
In addition to using accuracy, this study also considers 
classification performance measures in terms of precision 
and recall. According to Brendan Juba and Hai S. Le 
(2019), classification performance measures using 
accuracy, precision and recall are recommended because 
they are suitable for classification of imbalance data. [27]. 
 

III. RESULTS AND DISCUSSION 
A. Testing Step 

The Rapid Miner version 5.0 tools were used in this 
study to conduct testing. Rapid Miner can be used for 
research, rapid prototyping, and supports all steps of the 
data mining process such as data preparation, result 
visualization, validation and optimization. [28], so it is 
considered suitable for use in this study. The first stage in 
making a research model is to call the data Airline 
Passenger SatisfactionRapid Miner tools, then the 
multiply function is performed to perform two tests at 
once, namely testing using GA and testing without using 
GA. The data validation process is carried out using split 
validation to divide the data into 95% training data and 
5% testing data. In more detail about the data calling and 
validation process can be seen in Figure 3. 

 
Figure 3. Data Calling and Validation Process 

In each validation process shown in Figure 3, it contains a 
learning process with the Naïve Bayes algorithm which is 
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then applied to the apply model to measure the 
performance of accuracy, precision and recall. The 
learning process in this study can be seen in Figure 4. 

 

 
Figure 4. The Learning Process of Naïve Bayes and 

Apply Model 
The next step after all research models have been formed 
is to run the model that has been built on Rapid Miner, 
then the results of accuracy, precision and recall will be 
obtained for analysis of the results. 
 
B. Test result 

After 2 tests, the accuracy, precision, and recall values 
of the two models were obtained. More complete test 
results can be seen in Table 2. 

Table2. Test result 
No. Algorithm Accuracy Precision Recall 
1 Naive Bayes 84.53% 88.47% 84.90% 
2 GA + Naive Bayes 85.99% 87.43% 87.91% 

 
Based on Table 2, it can be seen that GA is able to 
improve the accuracy and recall of Naïve Bayes, but GA 
has not been able to increase the precision value of Naïve 
Bayes. The test results show that with an accuracy of 
85.99%, GA optimization gives Naïve Bayes an increase 
in accuracy value of 1.46% and an increase in recall value 
of 3.01% for Airline Passenger Satisfaction data 
classification.  
 

Table3. Genetic Algorithm Weighting Results on 
DataAirline Passenger Satisfaction 

Attribute Weighting 
Gender 0 
Customer Type 0 
age 0 
Type of Travel 0 
Class 1 
Flight Distance 0 
Inflight wifi service 1 
Departure / Arrival time convenient 0 
Ease of Online booking 0 
Gate location 0 
Food and drink 0 
Online boarding 0 
Seat comfort 0 
Inflight entertainment 0 
On-board service 1 
Leg room service 0 
Baggage handling 0 
Checkin service 1 
Inflight service 0 
Cleanliness 0 
Departure Delay in Minutes 0 
Arrival Delay in Minutes 0 

 
However, it turns out that the use of GA also reduces the 
precision value by 1.04% from the use of Naïve Bayes for 
the classification of Airline Passenger Satisfaction data. 
This is presumably because of the 22 attributes in the 
Airline Passenger Satisfaction data, it turns out that only 3 
attributes are weighted by GA. This weighting result also 
explains why the increase in accuracy and recall provided 

by GA is not too large. In Table 3, it can be seen that there 
are only 4 attributes that are weighted by GA. This shows 
that, based on the 4th GA, these attributes are the most 
important to consider when classifying Airline Passenger 
Satisfaction data. The attributes are: Class, Inflight wifi 
service, On-board service and Check-in service. 
 
C. Discussion of Results 

Based on the results of the tests that have been carried 
out, classification Airline Passenger Satisfaction data has 
shown that the use of GA optimization can improve the 
accuracy and recall performance of the Naïve Bayes 
algorithm, although not too large. The small increase in 
performance given is thought to be because the attributes 
given weighting by GA are less than 25% of all the 
attributes in the Airline Passenger Satisfaction data. This 
makes the probability calculation process in Naïve Bayes 
less influential. Even in terms of precision, it turns out that 
the use of GA actually decreases the performance of 
Naïve Bayes. 

Although the optimization of GA does not give 
maximum results, by using GA it turns out which 
attributes can be obtained which can be used as evaluation 
priorities to see the satisfaction of airline customers. By 
looking at the attributes given weighting by GA, it can be 
used as a reference to consider these attributes as the main 
focus for service improvement. The attributes that are 
given weighting by GA include: Class, Inflight wifi 
service, On-board service and Checkin service. This 
finding is expected to provide a practical contribution to 
the future services that will be provided by airlines to their 
customers. 

VI. CONCLUSION 
This study has tested the use of the Naïve Bayes 

algorithm to classify Airline Passenger Satisfaction data 
and compared it with the Nave Bayes classification using 
GA optimization. Based on the tests that have been carried 
out, it shows several results, namely: 

1. The highest accuracy and recall of Airline 
Passenger Satisfaction data classification is using 
the Naïve Bayes algorithm with GA optimization. 
The maximum accuracy obtained is 85.99% and 
the maximum recall is 87.91%. 

2. The maximum precision value from the 
classification of Airline Passenger Satisfaction 
data is to use the Naïve Bayes algorithm without 
GA optimization with a precision value of 
88.47%. 

3. The GA algorithm has not been able to provide 
maximum performance addition to the Naïve 
Bayes algorithm to classify Airline Passenger 
Satisfaction data. 

4. Attributes Class, Inflight wifi service, On-board 
service and Checkin service are attributes that 
need to be considered by airlines to maximize 
customer satisfaction. 

 
The results of this study are still not able to provide a 
good enough performance for Airline Passenger 
Satisfaction data classification, because neither accuracy, 
precision nor recall has a score of more than 90%. This 
requires further research to obtain a better Airline 
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Passenger Satisfaction data classification model in the 
future. Based on the findings of this study, it is suggested 
that future research can apply other optimization methods 
to further optimize the performance of the Naïve Bayes 
algorithm, for example the Particle swarm optimization 
(PSO) algorithm or boostraping. 
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Abstract −Lecturers' active role as the spearhead of higher education has an essential role in improving higher education 
quality and sustainability. Therefore, assessing work behaviour is needed to measure how lecturers participate in 
achieving the vision and mission, quality improvement, and service guarantee to students and complementary 
documentation. This condition became the basis of research. They are implementing decision support systems with Simple 
Multi-Attribute Rating Technique Exploiting Ranges (SMARTER) and Graphic Rating Scale (GRS) to measure a 
lecturer's behaviour by using multiple criteria. With the SMARTER method and  Behaviorally Anchor Rating Scale 
(BARS). By applying the impermeable BARS method, the work behaviour assessment process results in ease and 
accuracy that is more in line with the employees' behaviour being assessed. With the SMARTER approach, an assessment 
of employee work behaviour is produced, with 90% of alternatives used. The results are Good. 

 
Keywords - Lecturer, BARS method, Method of SMARTER, Behavioral Assessment Work..  
 
 
 

I. INTRODUCTION 
Human resources have an essential role in the 

sustainability of an agency. Higher education is one of the 
educational institutions that have lecturers as human 
resources where lecturers' presence is one of the factors that 
is considered absolute. Lecturers are prominent supporters 
who interact directly with students. A lecturer is deemed 
qualified if he meets the qualifications and work behaviour 
and is competent in line with its vision and mission. Success 
is usually measured by the lecturer's level of success in 
teaching, the level of discipline in education, the ability to 
interact with students, and many other supporting factors 
[17].  

In any organization, Behavior Assessment or the 
performance of each employee is an everyday activity. As 
stated by [7] which states that employee Behavior 
Assessment can be said to be effective if it includes the 
following two things, namely (1) the existence of a set of 
standards and (2) information communication (feedback). 
Dessler [10] "Effective appraisal also requires that the 
supervisor set performance standards. And it requires that 
the employee receives the training, feedback, and incentives 
required to eliminate performance deficiencies". Gary 
Dessler's opinion is increasingly confirmed that Conduct's 
assessment effectively requires a standard that has been I 
preset and feedback to prevent a decline. Likewise, in higher 
education institutions, whether in the form of universities, 
institutes, or colleges. In general, Job Performance 
Appraisal is a process by which organizations evaluate 
performance to improve performance [7].  

Assessment of lecturer achievement aims to achieve the 
vision and mission of higher education institutions and 
accreditation needs [12]. 

Decision-making methods are used to be applied for job 
performance assessment. One of them is the Simple  Multi-
Attribute Rating Technique Exploiting Ranges 
(SMARTER) method, which supports multi-criteria by 
giving weight to each criterion and sub-criteria that 
illustrates how critical the requirements are [2][10][13][18]. 
Each standard and sub-criteria, which are characteristics or 
several properties of items or items, will be presented by 
applying the Behaviorally Anchor Rating Scale (BARS) 
method [11][15].  

This article proposes the combination of Simple Multi-
Attribute Rating Technique Exploiting Ranges 
(SMARTER) method and Behaviorally Anchor Rating 
Scale (BARS) to analyze the lecturer's performance in 
Siliwangi University. 

A. Job Performance Assessment 

Job Performance Appraisal is a formal system for 
assessing and evaluating the performance of an individual 
or team assignments used by industry, agencies, and 
organizations to generate feedback on performance 
following the standard set used [1][5]. Correct Job 
Performance Assessment will help relevant stakeholders 
and the employees or Human Resource Development 
division being assessed. The Job Performance Appraisal 
process consists of three stages: (1) defining the job, 
evaluating performance, and providing feedback [1]. 
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B. Decison Support System 

Decision support systems were first put forward in the 
early 1970s by Michael S. Scott Morton. It was term 
Management Decision Systems to assist managers in 
making decisions on semi-structured problems, providing 
support for managers, increasing managers' decisions, speed 
computing, and productivity enhancement [10][14]. 
Decision support systems are considered capable of solving 
problems and solving semi-structured issues [13]. A semi-
structured problem is a problem that includes several 
elements recognized by problem solvers. Decision-making 
correlates with the uncertainty of the results of the decisions 
taken to reduce risk factors. 

The decision-making process consists of three phases, 
namely (1) the Intelligent step or the operation of tracking 
and detecting problems and identifying problems; (2) the 
design phase or the phase to understand the problem, reduce 
the risk and test the feasibility of the risk by conducting a 
process of finding, developing and analyzing alternative 
actions that can be taken; (3) Choice or a decision-making 
process based on the implemented alternative [3]. 

C. Simple Multi-Attribute Rating Technique Exploiting 
Ranges (SMARTER) 

SMART is a multi-criteria decision-making method. 
The multi-criteria decision-making technique is based on 
the theory that each alternative consists of several criteria 
that have value - value. Each standard has a weight that 
describer how important criteria are compared with other 
criteria [4]. The SMARTER method is developing the 
Simple Multi-Attribute Rating Technique ( SMART ) 
method introduced by Edward in 1977 [10]. In the 
SMARTER method, the Rank Order Centroid (ROC) 
weighting formula is used [6].  

The equation for the SMARTER method can be seen in 
the following equation (1), where 𝑈 = 𝐹𝑖𝑛𝑎𝑙 𝑆𝑐𝑜𝑟𝑒, 𝑊 =
𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 𝑘, 𝑈 (𝑋 ) =The utility value for the 
k criterion for the k alternative. 

𝑈  =  ∑ 𝑊 𝑈  (𝑋 )

Calculation of utility value can use the following equation 
(2), where 𝑈 (𝑎 ) is utility value for (i) criteria, Ci is the 
value of the (i) criteria, Cmin is the minimum value of 
criteria, Cmax is the maximum value of criteria. 

𝑈 (𝑎 ) =  100% ×
(  )

(  )


D. Weighting Rank Order Centroid (ROC) 

The ROC technique's weighting works by giving weight 
to the criteria according to the ranking based on the priority 
level. The weighting of the ROC is generally formulated in 
equation (3), where W is the weight value of criteria, k is the 
number of criteria and i is alternative value. 

𝑊 =  ∑                            (3) 

E. Behavioural Anchor Rating Scale (BARS) 

The Behavioral Anchor Rating Scale (BARS) method is 
a performance appraisal method that combines work 
behaviour approaches with personal traits. Scaling is done 
between 5 to 10 vertical actions (Anchor) for each work 

indicator. Anchors are arranged from the highest value to 
the lowest cost. Anchors can be in the form of critical 
incidents obtained through job analysis, usually compiled 
by a team of Human Resources specialists, managers, and 
employees [8]. The stages in the Behavioral Anchor Rating 
Scale (BARS) method can be seen as follows: 

a) Making a Critical Incident     
b) Developing performance dimensions     
c) Reallocating events      
d) Making the scale of the incident     
e) Developing the final tools     

 The BARS method has several positive values that are 
more accurate because the experts have developed the 
BARS in the HRD devising. HRD has more precise 
standards, can generate feedback, systematically critical 
group events (Anchors) into five to ten independent 
dimensions, and has consistent properties [8][11] [15]. 

F. Related Research 

Several studies on the SMARTER and BARS methods 
have been carried out to optimize of decision-maker. Alfa 
Saleh et al. in 2018 determine the selection of laboratory 
assistants by applying the Simple Multi-Attribute Rating 
Technique Exploiting Ranges (SMARTER) method by 
applying six criteria and weighting accordingly [10]. With 
assessment priorities and produce research results that the 
technique used can provide useful recommendations. Other 
related research involves the Simple Multi-Attribute Rating 
Technique Exploiting Ranges (SMARTER) method to 
determine life insurance product recommendations to 
customers. Research results show that the SMARTER 
method is optimal and feasible as alternative decision 
support by Haryanti et.all in 2016 [6]. This research is also 
strengthened by other research that applies the SMARTER 
method in selecting and evaluating suppliers of Brazil's 
construction industry. The SMARTER method is 
considered efficient in selecting suppliers, providing 
supplier recommendations in the form of ranking by 
prioritizing the quality and price offered by each supplier by 
Schram and Danielle in 2012 [9] 

Related research regarding the BARS method includes a 
study conducted by Michelle Martin-Raugh, et al. 2016 [8] 
regarding the application to evaluate teaching practice with 
the results of her research stating that the BARS method is 
preferred the assessment process than the FFT method. 
Other research related to BARS, such as that conducted by 
Donald P Schwab et al. in 2006 [11], measured BARS with 
the following three characteristics: Leniency Effect, 
Independent Dimension, and Reliability results showing 
that the BARS method still needs further research. 

 

II. RESEARCH METHODOLOGY 

The stages in the research are carried out as in the 
following figure: 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
Vol. 04, No. 02, December 2021        p-ISSN : 2776-3234
        

JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  
  129 

 
Figure 1. Research Diagram 

 
This research is divided into three main stages, namely 

(1) Pre research, (2) process SMARTER, (3) behaviour 
Assessment System. 

A. Pre Research 
The pre-research begins with direct and indirect 

observations of the lecturer job performance assessment in 
one of the tertiary institutions to find an overview of the 
Lecturer Job Performance Assessment process. The 
resulting observations' results are continued by identifying 
the problem to produce a problem formulation and 
limitation. A literature study is conducted to provide 
research guidance in finding solutions to solve the problems 
formulated. 

  
B. Process SMARTER 

SMARTER method that is carried out consists of the 
following stages: 
a) Determining the Number of Criteria     

The Lecturer Work Behavior Assessment Process that is 
carried out refers to Law No. 5 of 2014, Articles 75-78 of 
ASN, and Government Regulation No.46 of 2011 
concerning Assessment of Civil Servant Work 
Performance. The criteria used are as follows:  

Table 1. Criteria 
No. Criteria The Type of Criteria 
1 Service Orientation Categorical 
2 Integrity Categorical 
3 Commitment Categorical 
4 Discipline Categorical 
5 Cooperation Categorical 
6 Leadership Categorical 

  
b) Determine the Weight Value of Each Criterion     

Each criterion's weight and priority levels are 
determined based on the priority level using equation 3, 
namely Rank Order Centroid (ROC) weighting. 

Table 2 Weighted Criteria Value 
No. Criteria Priority 

Level 
Weighted Value 

1 Service Orientation 1 0.408 
2 Integrity 2 0.242 
3 Commitment 3 0.158 
4 Discipline 4 0.103 
5 Cooperation 5 0.061 
6 Leadership 6 0.028 

 

Based on table 2 above, Service Orientation has the 
highest weight value according to the priority level enforced 
on the grounds that lecturers have priority to provide 
services both internally and externally. 

c) Weight Value of Sub Criteria      
 
Table 3. Sub-criteria weight values 

No. Criteria Sub-criteria Weight 
1 

Service Orientation 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

2 

Integrity 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

3 

Commitment 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

4 

Discipline 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

5 

Cooperation 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

6 

Leadership 

91 ≤ score ≤ 100 
76 ≤ score ≤ 90 
61 ≤ score ≤ 75 
51 ≤ score ≤ 60 
Under 50 

0.457 
0.257 
0.157 
0.090 
0.040 

 

Based on table 3 above, the weight values for each sub-
criterion are categorized based on the achievement number 
91 ≤ core ≤ 100 for the title Very Good, 76 ≤ score ≤ 90 for 
the title Good, 61 ≤ scores ≤ 75 for the term Enough, 51 ≤ 
scores ≤ 60 for Less, and Under 50 for Bad designations. 

While in Table 4 shows the formulation of assessment 
using the bars method, where the evaluation has sub-criteria.  

Table 4. Formulation of Assessment using the BARS Method 
Indicator Rating Anchor 

Service 
Orientation 

Very 
good 

Always be able to complete service tasks 
and possible with a polite and very 
satisfying attitude for both internal and 
external service to the organization.  

Good 

In general, can complete service tasks well 
with a polite and satisfying attitude for 
both internal and external service to the 
organization  

Enough 

Sometimes he can complete service tasks 
quite well, and the attitude is quite polite 
and satisfying enough for both internal and 
external services to the organization.  

less 
Not complete service tasks correctly and 
attitude less polite and unsatisfactory for 
both internal and external services.  

Bad 

Not completing the task with good service 
and rude attitude and unsatisfactory both 
for the internal and external service 
organization. 

Integrity 

Very 
good 

Always in carrying out duties, to be honest, 
sincere, and never abuse one's authority 
and dare to bear the risk of the actions 
he/she does. 

Good 
In general, carrying out the tasks honestly, 
sincere, and never to abuse the authority 
and responsibility to the actions taken. 

Enough 
Occasionally / sometimes, in carrying out 
his duties, he is quite honest, entirely 
sincere. Sometimes he misses the authority 

Pre reseach Process SMARTER

• Determining the Number of 
Criteria

• Determine the Weighted 
Value of Each Criterion

• Determine Sub-Criteria 
Weight Value

• Determining Utility Value

Results of 
Work 

behavior 
Assessment

BARS 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
Vol. 04, No. 02, December 2021        p-ISSN : 2776-3234
        

JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  
  130 

and is brave enough to bear the risk of his 
actions. 

less 

Lack of honesty, lack of sincerity, carrying 
out their duties, and often misuse their 
authority, but they are not brave enough to 
bear the risk of their actions. 

Bad 
No, dishonest, sincere, in performing the 
task, and always abusing his authority and 
did not dare to risk their actions. 

Commitments 

Very 
good 

Always work diligently to uphold the 
ideology of the state Pancasila, 1945 
Constitution Of The Republic Of 
Indonesia, Unitary State of the Republic of 
Indonesia, this singular diversity and 
government plans with the aim to be able 
to carry out its duties and prioritize the 
interests of the government rather than 
personal interests and / or groups in 
accordance with duties, functions and his 
responsibilities as a state apparatus to 
workplace organizations 

Good 

Generally tried earnestly to uphold the 
ideology of the state Pancasila, 1945 
Constitution Of The Republic Of 
Indonesia, Unitary State of the Republic of 
Indonesia, this singular diversity and 
government plans with the aim to be able 
to carry out its duties and prioritize the 
interests of the government rather than 
personal interests and / or groups in 
accordance with duties, functions and his 
responsibilities as a state apparatus to 
workplace organizations 

Enough 

Sometime trying earnestly to uphold the 
ideology of the state Pancasila, 1945 
Constitution Of The Republic Of 
Indonesia, Unitary State of the Republic of 
Indonesia, this singular diversity and 
government plans with the aim to be able 
to carry out its duties and prioritize the 
interests of the government rather than 
personal interests and / or groups in 
accordance with duties, functions and his 
responsibilities as a state apparatus to 
workplace organizations 

less 

Less trying in earnestly to uphold the 
ideology of the state Pancasila, 1945 
Constitution Of The Republic Of 
Indonesia, Unitary State of the Republic of 
Indonesia, this singular diversity and 
government plans with the aim to be able 
to carry out its duties and prioritize the 
interests of the government rather than 
personal interests and / or groups in 
accordance with duties, functions and his 
responsibilities as a state apparatus to 
workplace organizations 

Bad 

Never tried earnestly to uphold the 
ideology of the state Pancasila, 1945 
Constitution Of The Republic Of 
Indonesia, Unitary State of the Republic of 
Indonesia, this singular diversity and 
government plans with the aim to be able 
to carry out its duties and prioritize the 
interests of the government rather than 
personal interests and / or groups in 
accordance with duties, functions and his 
responsibilities as a state apparatus to 
workplace organizations 

Discipline 

Very 
good 

Always comply with laws and regulations 
and / or official service regulations with a 
sense of responsibility and still comply 
with the provisions of working hours and 
be able to properly store and / or maintain 
state property entrusted to them 

Good 
In general, he obeys the prevailing laws 
and / or official regulations with a sense of 

responsibility, adheres to the provisions of 
working hours and is able to properly store 
and / or maintain state property entrusted 
to him. 

Enough 

Sometimes he obeys the prevailing laws 
and / or official regulations with a sense of 
responsibility, regards the provisions of 
working hours and is sufficiently capable 
of storing and / or maintaining state-owned 
goods entrusted to him quite well, and not 
entering or being late for work. and go 
home sooner than the stipulated working 
hours without valid reasons for 5 (five) to 
15 (fifteen) working days.  

less 

Lack of obeying the prevailing statutory 
regulations and/or official service 
regulations with a sense of lack of 
responsibility, obeying working hours 
regulations and being unable to store and / 
or maintain state property entrusted to 
them poorly, and not entering or being late 
for work and go home sooner than the 
stipulated working hours without a valid 
reason for 16 (sixteen) to 30 (thirty) 
working days. 

Bad 

Never obeyed the rules of the Law and / or 
the rules of business that occur with a sense 
of irresponsibility, comply with the 
working hours and not be able to store and 
/ or maintain state-owned goods entrusted 
to him in a good way, and do not enter or 
be late for work and return from work 
hours without a valid reason for more than 
31 working days. 

Cooperation 

Very 
good 

Always able to cooperate with colleagues, 
superiors, subordinates both inside and 
outside the organization and respect and 
accept the opinions of others, willing to 
accept decisions taken legally which have 
become joint decisions.  

Good 

In general, they are able to cooperate with 
colleagues, superiors, subordinates both 
inside and outside the organization and 
respect and accept other people's opinions, 
are willing to accept decisions made 
legally which have become joint decisions. 

Enough 

Sometimes able to work together with 
colleagues, superiors, subordinates both 
inside and outside the organization and 
sometimes respect and accept the opinions 
of others, sometimes willing to accept 
decisions taken legally which have become 
joint decisions. 

less 

Less able to cooperate with colleagues, 
superiors, subordinates both inside and 
outside the organization and less respect 
and acceptance of other people's opinions, 
less willing to accept decisions made 
legally which have become joint decisions. 

Bad 

Have never been able to cooperate with 
colleagues, superiors, subordinates both 
inside and outside the organization and do 
not respect and accept other people's 
opinions, are not willing to take decisions 
made legally which have become joint 
decisions. 

Leadership 

Very 
good 

Always act firmly and impartially, provide 
a good example, the ability to move work 
teams to achieve high performance, 
capable of uplifting and moving 
subordinates in carrying out the task and 
able to make decisions quickly and 
accurately. 

Good 

In general, act decisively and impartially, 
provide good role models, the ability to 
mobilize the work team to achieve high 
performance, be able to inspire and move 
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subordinates in carrying out their duties 
and be able to make decisions quickly and 
accurately. 

Enough 

Sometimes acting decisively and 
impartially, setting an example, being 
sufficiently capable of mobilizing the work 
team to achieve high performance, and 
enough capable of arousing enthusiasm 
and mobilizing subordinates in carrying 
out their duties and capable of making 
decisions quickly and accurately  

less 

Lack of acting decisively and sometimes 
taking sides, less able to provide good role 
models, less able to mobilize the work 
team to achieve high performance, and less 
able to inspire enthusiasm and mobilize 
subordinates in carrying out tasks and less 
able to make decisions quickly and 
accurately 

Bad 

Not been able to act firmly and impartially, 
not a good example, not be able to 
mobilize work teams to achieve high 
performance, unable to inspire the spirit 
and stir subordinates in carrying out their 
duties and are not able to make decisions 
quickly and accurately. 

  
d) Determining the Value of Utilities     

By applying equation 2 (two), we can get the value of 
Utility. 

 
e) Work Behavior Assessment System 

The final result of this lecturer work behaviour 
assessment can produce a ranking based on the 
alternatives that have been used. Ranking results can be 
input for superiors in making decisions. 
 

III. RESULT AND DISCUSSION 

 

In this study, ten lecturers' data were used to carry out 
work performance assessments including data on the value 
of Service Orientation (C1), Integrity (C2), Commitment 
(C3), Discipline (C4), Cooperation (C5) and Leadership 
(C6).  

The data used from lecturers who have carried out work 
performance assessments for 2019 even semester, where 
ten lecturer data will be used as an alternative in testing the 
SMARTER and BARS methods. The following ten lecturer 
data can be seen in table 5: 
 

Table 5. Sub-criteria weights for each alternative. 
A C1 C2 C3 C4 C5 C6 
1 Good Very 

good 
Very good Good Good Very good 

2 Very good Good Good Good Good Good 
3 Good Good Good Very good Good Good 
4 Good Good Good Good Very good Good 
5 Good Very 

good 
Good Good Good Good 

6 Good Good Very good Very good Good Good 
7 Very good Good Good Good Good Good 
8 Very good Good Good Good Good Very good 
9 Very good Very 

good 
Good Good Good Good 

10 Good Good Very good Good Very good Good 

 

based on table 5, the next process is to normalize the 
criteria values based on the weights in Table 3. 

normalization results for all alternatives can be seen in Table 
6. 
Table 6. The results of the normalization of the criteria values 

A C1 C2 C3 C4 C5 C6 
1 0.257 0.457 0.457 0.257 0.257 0.457 
2 0.457 0.257 0.257 0.257 0.257 0.257 
3 0.257 0.257 0.257 0.457 0.257 0.257 
4 0.257 0.257 0.257 0.257 0.457 0.257 
5 0.257 0.457 0.257 0.257 0.257 0.257 
6 0.257 0.257 0.457 0.457 0.257 0.257 
7 0.457 0.257 0.257 0.257 0.257 0.257 
8 0.457 0.257 0.257 0.257 0.257 0.457 
9 0.457 0.457 0.257 0.257 0.257 0.257 
10 0.257 0.257 0.457 0.257 0.457 0.257 

 
The values in table 6 above are obtained from the results 

of the initial value transformation of the criteria with the 
weight value of each sub-criteria calculated using ROC 
weighting. Then the normalized result value will be 
converted into a utility value using equation 2. The 
following utility values for each criterion and alternative 
are shown in table 7. 

 
Table 7. Value of Utility 

A C1 C2 C3 C4 C5 C6 
1 0,520 1 1 0,520 0,520 1 
2 1 0,520 0,520 0,520 0,520 0,520 
3 0,520 0,520 0,520 1 0,520 0,520 
4 0,520 0,520 0,520 0,520 1 0,520 
5 0,520 1 0,520 0,520 0,520 0,520 
6 0,520 0,520 1 1 0,520 0,520 
7 1 0,520 0,520 0,520 0,520 0,520 
8 1 0,520 0,520 0,520 0,520 1 
9 1 1 0,520 0,520 0,520 0,520 
10 0,520 0,520 1 0,520 1 0,520 

 
Based on the utility value generated, the next step 

is to determine the final value. Equation 1 is used to 
calculate the final amount (NA) in the Smarter method, as 
can be seen in table 8 to table 10 below. 

 
Table 8. Final scores using the SMARTER method 

A C1 C2 C3 C4 C5 C6 NA 
1 0,067 0,129 0,129 0,067 0,067 0,028 0,487 
2 0,129 0,067 0,067 0,067 0,067 0,015 0,412 
3 0,067 0,067 0,067 0,129 0,067 0,015 0,412 
4 0,067 0,067 0,067 0,067 0,129 0,015 0,412 
5 0,067 0,129 0,067 0,067 0,067 0,015 0,412 
6 0,067 0,067 0,129 0,129 0,067 0,015 0,474 
7 0,129 0,067 0,067 0,067 0,067 0,015 0,412 
8 0,129 0,067 0,067 0,067 0,067 0,028 0,426 
9 0,129 0,129 0,067 0,067 0,067 0,015 0,474 
10 0,067 0,067 0,129 0,067 0,129 0,015 0,474 

  
Table 9. Assessment of Job Performance with the SMARTER Method 
A C1 C2 C3 C4 C5 C6 NA % R 
1 0,067 0,129 0,129 0,067 0,067 0,028 0,487 48.7 1 
6 0,067 0,067 0,129 0,129 0,067 0,015 0,474 47.4 2 
9 0,129 0,129 0,067 0,067 0,067 0,015 0,474 47.4 3 
10 0,067 0,067 0,129 0,067 0,129 0,015 0,474 47.4 4 
8 0,129 0,067 0,067 0,067 0,067 0,028 0,426 42.6 5 
2 0,129 0,067 0,067 0,067 0,067 0,015 0,412 41.2 6 
3 0,067 0,067 0,067 0,129 0,067 0,015 0,412 41.2 7 
4 0,067 0,067 0,067 0,067 0,129 0,015 0,412 41.2 8 
5 0,067 0,129 0,067 0,067 0,067 0,015 0,412 41.2 9 
7 0,129 0,067 0,067 0,067 0,067 0,015 0,412 41.2 10 

  
 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
Vol. 04, No. 02, December 2021        p-ISSN : 2776-3234
        

JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  
  132 

Table 10. Assessment of Job Performance with the SMARTER Method 
A 

C1 
C2 C3 C4 C5 C6 Aktul SMA

RTE
R 

1 
Good Very 

good 
Very 
good Good Good Very 

good Good Enaugh 

2 Very 
good 

Good Good Good Good Good Good Enaugh 

3 
Good Good Good 

Very 
good 

Good Good Good 
Mediu
m 

4 
Good Good Good Good 

Very 
good 

Good Good 
Mediu
m 

5 
Good Very 

good Good Good Good Good Good Enaugh 

6 
Good Good Very 

good 
Very 
good Good Good Good Enaugh 

7 Very 
good Good Good Good Good Good Good Enaugh 

8 Very 
good Good Good Good Good Very 

good Good Enaugh 

9 Very 
good 

Very 
good Good Good Good Good Good Good 

1
0 Good Good Very 

good Good Very 
good Good Good Enaugh 

 
Based on table 8, which shows the final value of the 

calculation using the SMARTER method, a ranking (R) of 
the highest alternative final value to the lowest alternative 
value can be formed as in table 9. 

The results of the ranking in table 9 can be used as a test 
by comparing the results of the decision holders' actual 
decisions with the results of applying the SMARTER 
method in table 10. 

Based on the results of the comparison table 10 with the 
application of the method to the actual assessment 
SMARTER able to provide alternative recommendations 
for the decision if the decision-making process based on the 
weighted criteria or the level of interest among different 
criteria. 
 

IV. CONCLUSION 

Work Behavior Assessment carried out by applying the 
Simple Multi-Attribute Rating Technique Exploiting 
Ranges (SMARTER) and Behaviorally Anchor Rating 
Scale (BARS) methods. The result shows that the work 
behaviour appraisal process requires measurable and 
transparent standards, is objective and produces feedback on 
employee work behaviour achievements. 

By applying these two methods, a more objective 
assessment of work behaviour is produced by applying a 
behavioural assessment with several anchors used, as well 
as producing behavioural assessment feedback in the form 
of a final value that becomes a reference in decision making 
for management [17]. 
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Abstract −The selection of prospective customers who apply for credit in the banking world is a very important thing to 
be considered by the marketing department in order to avoid non-performing loans. The website www.kaggle.com 
currently provides South German Credit data in the form of supervised learning data. The use of data mining techniques 
makes it possible to find hidden patterns contained in large data sets, one of which is using classification modeling. This 
study aims to compare the classification of South German Credit data using the Naïve Bayes algorithm and compare the 
classification of South German Credit data using the Naïve Bayes algorithm with particle swarm optimization (PSO). 
The test was carried out using a confusion matrix to determine the accuracy, precision and recall values of the research 
model. Based on the test, it is known that PSO is able to increase the accuracy and recall of Nave Bayes, but PSO has 
not been able to increase the precision value of Nave Bayes. The test results show that PSO optimization gives Naïve 
Bayes an increase in the value of accuracy by 0.46%, and gives Naïve Bayes an increase in recall value by 3.02%. 

 
Keywords – Data Mining, Classification, Nave Bayes, PSO Optimization, bank credit acceptance.  
 
 
 

I. INTRODUCTION 
The banking marketing department needs to select 

prospective customers to find out which customers can be 
given credit financing by considering various factors. 
Credit financing is the provision of funds by the bank to 
the customer based on a loan agreement that requires the 
customer to repay the loan within a certain period of 
time.[1]. Therefore, the selection of prospective customers 
is needed so that a marketing bank is able to keep their 
customers from experiencing non-performing loans[2]. 
One way that can be used to reduce the possibility of non-
performing loans is to utilize data mining techniques, so 
that it is possible to mine information from pre-existing 
credit application data sets.[3]. 

In general, data mining is divided into two categories, 
namely predictive and descriptive. Predictive methods can 
be done with a classification model. The use of the 
classification model can be done by changing the data 
record into a set of the same class[4]. 
Nowsitewww.kaggle.com has provided the South German 
Credit data set consisting of 21 attributes with 800 
instances of credit application and there is no missing 
value, so that it can be used to build a creditworthiness 
classification model [5]. The label attribute contained in 
the South German Credit data is the “Credit” attribute 
with 600 instances with the description “accepted” and 
200 instances with the description “rejected”, thus making 
South German Credit data including imbalance data. 

It takes a good algorithm to create an optimal 
classification model. One algorithm that has been widely 
used for classification modeling with good performance is 
the Naïve Bayes algorithm. Several previous studies have 
stated that the Naïve Bayes algorithm is able to provide 
better classification performance when compared to other 
classification algorithms[6] [7] [8]. The Naïve Bayes 
algorithm can also be used on imbalanced data[9] [10], so 
it is suitable for classifying South German Credit data. 
Currently, independent assumptions are rarely discussed 
in the Naïve Bayes classification. One way to try 
independent assumptions in the Naïve Bayes algorithm is 
by attribute weighting[11]. It is necessary to propose an 
attribute weighting method to reduce the independent 
assumption[12]. One of the weighting optimization 
methods that can be used is to use particle swarm 
optimization (PSO).[13]. 

PSO has significant advantages in handling non-linear 
fittings and multi-input parameters [14]. PSO does not 
have evolution operators such as crossover and mutation, 
so it is easy to implement and there are very few 
parameters to adjust[15]. Based on several previous 
studies, it was stated that the combination of PSO and 
Naive Bayes was able to provide better imbalance data 
classification performance results than using Naive Bayes 
alone.[16] [17], even PSO is able to increase the accuracy 
of Naive Bayes by more than 10% [18]. 

Based on previous research showing that both PSO is 
able to improve classification performance on Nave 
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Bayes, it is necessary to do further testing regarding the 
use of PSO optimas on Naïve Bayes for South German 
Credit data classification. This study will compare the 
Naïve Bayes classification on South German Credit data 
with and without PSO optimization. 

 
A. Bank Credit Financing 

The word credit comes from the Italian word credere 
which means trust. The trust referred to here is the trust of 
the creditor that the debtor will return the loan and the 
interest in accordance with the agreement that has been 
agreed by both parties.[19]. The implementation of the 
granting of credit is carried out through several steps, 
namely credit application, credit application examination, 
credit analysis, credit approval, credit realization and the 
last is credit supervision.[20]. In general, most of the 
bank's wealth is in the form of credit which is a source of 
bank income which is commonly referred to as productive 
assets. Management must use the precautionary principle 
so that loans are in the current category. Often there are 
several customers whose interest and principal payments 
are not smooth which makes them fall into the category of 
non-performing loans (NPL). The higher the NPL 
indicates the greater the potential loss, so the bank must be 
able to reduce its lending[21]. 

 
B. Data Mining 

Data mining has been around since the 1990s as an 
effective way to extract previously unknown patterns and 
information from a data set [22]. Data mining is one of the 
most important fields in research that aims to obtain 
information from data sets. Data mining is the process of 
extracting meaningful information and structures in 
complex data sets[23]. In its implementation, data mining 
can use various parameters to examine data including 
association, classification and clustering. Data mining 
involves key steps which include problem definition, data 
exploration, data preparation, modeling, and evaluating 
and deployment[24]. 

Data mining techniques are used to find relationships 
between data to perform classifications that predict the 
values of several variables (classification), or to divide 
known data into groups that have similar characteristics 
(clustering). Using data mining techniques it is possible to 
search, analyze, and sort through large data sets to 
discover new patterns, trends, and relationships contained 
within them.[25]. 

 
C. Classification with Naïve Bayes 

The Naïve Bayes algorithm is a supervised learning 
algorithm based on the Bayes Theorem with the 
assumption of independence between predictors. That is, 
features in a class do not depend on other features[26]. 
Naïve Bayes is widely used to solve classification 
problems in real-world applications, this is because it is 
easy to build and interpret data, and has good 
performance.[12]. The Naive Bayes classifier can also be 
used for continuous and categorical variables. It is based 
on the Bayes formula which is the probability of event A 
given proof of B which can be seen in the following 
equation[27]: 

P(A, B) = P(A)P(B)    (1) 
 

Through equation (1) and using the concept of Bayes' 
theorem, the final equation of the Naïve Bayes algorithm 
is obtained as follows: 

P(A|B) =  
( | ) ( )

( )
     (2) 

 
Based on equation (2), it is known that A represents the 
class and B represents the instance. A is the dependent 
event which means the predicted variable and B is the 
previous event which means the predictor attribute. The 
last step of the Naive Bayes algorithm is to find the 
maximum probability that will be used as a predictor 
class. 
 
D. Particle Swarm Optimization(PSO) 

Particle swarm optimization or commonly abbreviated 
as PSO is an optimization technique whose concept is 
based on the behavior of a swarm of insects, such as ants, 
termites, or bees. [28]. The PSO approach is like a 
collection of particles that simultaneously explore the 
problem search space with the aim of finding the optimal 
global configuration[29]. PSO has proven to be very 
effective in solving various engineering problems and 
solving them very quickly[30]. 

The basic assumption behind the PSO algorithm is that 
birds find food in groups and not individually. This gives 
rise to the assumption that information is shared in 
flocking. The herd initially has a population of random 
solutions. Each potential solution is called a particle 
(agent), is assigned a random velocity and is flown 
through the problem space[30]. All particles have a 
memory and each particle keeps track of the previous best 
position (Pbest) and the corresponding match value. Flock 
has another value called Gbest, which is the best value of 
all Pbests. By using this concept, PSO can provide a 
technique for solving attribute selection quickly.  
 

II. RESEARCH METHODOLOGY 
A. Data used 

This study uses secondary data in the form of a South 
German Credit data set taken from the 
sitewww.kaggle.com [5]. The number of data instances 
contained in the South German Credit data is 800 
instances consisting of 21 attributes and there is no 
missing value, so there is no need for pre-processing data. 
Based on the existing 21 attributes, there is 1 label 
attribute contained in the South German Credit data, 
namely the "Credit" attribute. On the label there are 600 
instances with the description "good" and 200 instances 
with the description "bad", so that the South German 
Credit data includes imbalance data. 

South German Credit Data chosen because it is free 
from missing values, so there is no need for preprocessing 
data to be used in making classification models. As for 
more clearly about 21 attributes and 1 label from South 
German Credit data, it can be seen in Table 1. 
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Table1. Data AttributeSouth German Credit 

Attribute Information 
status status of the debtor's checking account with the bank 

(categorical) 
duration credit duration in months (quantitative) 
credit 
history 

history of compliance with previous or concurrent credit 
contracts (categorical) 

purpose purpose for which the credit is needed (categorical) 
amount credit amount in DM (quantitative; result of monotonic 

transformation; actual data and type of trans... 
savings debtor's savings (categorical) 
employmen
t duration 

duration of debtor's employment with current employer 
(ordinal; discretized quantitative) 

installment 
rate 

credit installments as a percentage of debtor's disposable 
income (ordinal; discretized quantitative... 

personal 
status sex 

combined information on sex and marital status; 
categorical; sex cannot be recovered from the variab... 

other 
debtors 

Is there another debtor or a guarantor for the credit? 
(categorical) 

present 
residence 

length of time (in years) the debtor lives in the present 
residence (ordinal; discretized quantitative... 

property the debtor's most valuable property, ie the highest 
possible code is used. Code 2 is used, if code... 

age age in years (quantitative) 
other 
installment 
plans 

installment plans from providers other than the credit-
giving bank (categorical) 

housing type of housing the debtor lives in (categorical) 
number 
credits 

number of credits including the current one the debtor has 
(or had) at this bank (ordinal, discretiz... 

job quality of debtor's job (ordinal) 
people 
liable 

number of persons who financially depend on the debtor 
(ie, are entitled to maintenance) (binary,d... 

telephone Is there a telephone landline registered on the debtor's 
name? (binary; remember that the data are f... 

foreign 
workers 

Is the debtor a foreign worker? (binary) 

credit risk Has the credit contract been complied with (good) or not 
(bad) ? (binary) 

 
 
B. Research Model 

The classification model built in this study was carried 
out using South German Credit data. The label used is the 
attribute "Credit Risk" with the values "Good" and "Bad". 
As many as 77% of the instances in the South German 
Credit data are instances with the class label "good", while 
the rest are instances with the label "bad". Tests in this 
study were carried out 2 times which will later be 
analyzed the results obtained. The first test was carried out 
using Naïve Bayes with PSO optimization, while the 
second test was carried out using Nave Bayes without 
PSO optimization. 

Spit validation used as a process of validating research 
data which aims to divide South German Credit data into 
training data and testing data. Split validation is used to 
divide South German Credit data into training and testing 
data with a comparison of 90% and testing data of 10%. 
The training data will be used for classification modeling 
using the Naïve Bayes algorithm. The resulting model is 
then used as an apply model for use in data testing. After 
the classification has been carried out, the performance of 
the formed classification model is measured in the form of 
accuracy, precision, and recall values. 

 
Figure 1. First Test: Nave Bayes Classification with PSO 

Optimization 

 
Figure 2. Second test: Nave Bayes Classification without 

PSO Optimization 
Based on Figure 1 and Figure 2 it shows that the 

testing in this study was carried out 2 times, namely: (1) 
Classification of South German Credit data using Naïve 
Bayes with PSO optimization, (2) Classification of South 
German Credit data using Naïve Bayes without PSO 
optimization. The performance results of the two tests will 
be compared and then analyzed to obtain research 
findings. 
 

III. RESULTS AND DISCUSSION 
A. Testing Step 

The testing tools in this study used RapidMiner 
version 5.0. The use of RapidMiner tools is done because 
RapidMiner can be used for rapid prototyping, and 
supports all steps of the data mining process[31]. The first 
step in making this research model is to call South 
German Credit data. The second step is to perform the 
multiply function to perform two tests at once, namely 
testing using PSO optimization and testing without using 
PSO optimization. The third step is to distribute the data 
into the split validation process. Validation process by 
dividing training data by 90% and testing data by 10% 
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from South German Credit data. More clearly about the 
data calling and validation process in this study can be 
seen in Figure 3. 

 
Figure 3. Data Calling and Validation Process 

In each validation process in Figure 3, it contains a 
learning process using the Naïve Bayes algorithm which is 
then applied to the model to measure its accuracy, 
precision and recall performance. The learning process 
formed in this study can be seen in Figure 4. 

 

 
Figure 4. Learning Process and Apply Model 

After the entire research model has been formed, the last 
step is to run the model that has been built in RapidMiner 
to see the results of its accuracy, precision and recall. 
 
B. Test result 
After 2 tests, the accuracy, precision, and recall values of 
the two models were obtained. More complete test results 
can be seen in Table 2. 

Table2. Test result 
No Algorithm Accuracy Precision Recall 
1 Naive Bayes 85.43% 89.37% 85.80% 
2 PSO + Naive Bayes 85.89% 88.23% 88.82% 

 
Based on Table 2, it can be seen that PSO is able to 
increase the accuracy and recall of Nave Bayes, but PSO 
has not been able to increase the precision value of Nave 
Bayes. The test results show that with an accuracy of 
85.89%, PSO optimization gives Naïve Bayes an increase 
in accuracy value of 0.46% and an increase in recall value 
of 3.02% for South German Credit data classification. 
However, it turns out that the use of PSO also reduces the 
precision value by 1.14% from the use of Naïve Bayes for 
South German Credit data classification. This is 
presumably because of the 20 attributes (non attribute 
labels) in the South German Credit data, it turns out that 
there are only 5 attributes that are weighted by PSO. This 
weighting result also explains why the increase in 
accuracy and recall provided by PSO is not too large. 

In Table 3 it can be seen that there are only 5 attributes 
that are weighted by PSO. This shows that, based on PSO 
optimization, these 5 attributes are the most important to 
consider when classifying South German Credit data. The 
attributes are: credit history, savings, property, age, and 
job. 
 
 

Table 3. PSO Weighting Results on DataSouth 
German Credit 

Attribute Weighting 
status 0 
duration 0 
credit history 1 
purpose 0 
amount 0 
savings 1 
employment duration 0 
installment rate 0 
personal status sex 0 
other debtors 0 
present residence 0 
property 1 
age 1 
other installment plans 0 
housing 0 
number credits 0 
job 1 
people liable 0 
telephone 0 
foreign workers 0 

 
C. Results Discussion 

Based on the results of the tests that have been carried 
out, it is known that the use of PSO optimization on Nave 
Bayes for the classification ofSouth German Credit data is 
able to improve the performance of Naïve Bayes in terms 
of accuracy and recall even though it is not too big. The 
small increase in performance given by PSO is thought to 
be because the attributes that are weighted by PSO are 
only 5 attributes out of 20 predictor attributes in South 
German Credit data. This makes the probability 
calculation process on Naïve Bayes become irrelevant. 
Even looking at the precision side, it turns out that the use 
of PSO optimization actually makes Naïve Bayes' 
precision performance decrease. 

Although the optimization of PSO does not give 
maximum results, by using PSO it can be seen which 
attributes can be used as evaluation priorities to consider 
loan application approval. By looking at the attributes 
given the weighting by PSO, it can be used as a reference 
to consider these attributes as the main focus to avoid the 
risk of non-performing loans. The attributes that are given 
weighting by PSO are: credit history, savings, property, 
age, and job. This finding is expected to provide a 
practical contribution to the decision to provide credit by 
marketing parties in order to minimize the occurrence of 
non-performing loans. 

IV. CONCLUSION 
This research has tested the use of Naïve Bayes 

algorithm and PSO optimization to classify South German 
Credit data. Based on the tests that have been carried out, 
some results are shown as follows: 

1. PSO optimization is able to improve the 
performance of Naïve Bayes in classifying South 
German Credit data in terms of accuracy and 
recall, although it does not have a big impact. 

2. This study found that the use of PSO has not been 
able to improve the performance of Naïve Bayes 
in classifying South German Credit data in terms 
of precision, even the precision performance of 
Nave Bayes has decreased in value. 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
Vol. 04, No. 02, December 2021   p-ISSN:2776-3234  
 

JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  
  
  137 
 

3. By using PSO optimization, it can be seen that 
there are 5 attributes that need to be the main 
consideration in lending in the banking world, 
namely credit history, savings, property, age, and 
job. 

 
This study has not been able to provide a good enough 
accuracy value for the classification of South German 
Credit data, so further research is needed to obtain a better 
classification model. Based on the findings of this study, it 
is suggested that further research can apply different 
optimization methods such as Bagging, Genetic 
Algorithm, Adaboost or other optimizations to 
significantly improve the performance of Naïve Bayes in 
classifying South German Credit data. 
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Abstract – This research aims to monitor the quality of water used for aquariums. The physical parameters used are water 
pH, water temperature, water turbidity, and water salinity. Using a pH sensor, temperature sensor, turbidity sensor, and 
salinity conductivity sensor with Arduino as the controller. The prototype method used in this research, starting from the 
formulation, research, building stages to testing and evaluating the results of the research. The working process of the 
system is when the system is activated, the sensors will detect and capture the amount of value contained in the water, 
then the data from the sensor is sent to a database in the cloud using an ethernet shield that is connected to the media 
router as a liaison for the internet network then displayed on the website dashboard in the form of graphs and monitoring 
record tables in real time. The sensors function to detect water quality, where quality standards have been set in this 
system, namely temperature standards of 27-30°C, pH standards of 7.0-8.0, turbidity standards of 2.5-5 ntu, and salinity 
of 20-28 ppt. If the sensor detects non-compliance with water quality standards, the buzzer in this system will sound. 
From the results of system testing, sensors can detect water quality in real time within 5-10 seconds. Based on the research 
results, this water quality monitoring system is effective to help ensure the quality of the water in the aquarium so that it 
always meets the standards. 
 
Keywords – Water Quality, Internet of Things, Ph, Temperature, Turbidity, Salinity 

I. INTRODUCTION 
Water is the main source of need for human survival. 

Clean water has a very important role in improving 
environmental health, and plays a role in improving 
standards or life quality [1]. In daily life, the use of water is 
used in various fields such as plantations, fisheries, 
industry, animal husbandry, and other fields. In this 
pandemic period, many people use water in the field of 
fisheries, one of which is by keeping ornamental fish in the 
aquarium to fill activities while at home. [2]. To keep fish 
in an aquarium, of course you have to pay attention to 
aspects of the feasibility of clean water, such as 
temperature, pH, turbidity, and water salinity. Standard of 
pH for clean water is 7.0-8.0, temperature 27-30°C, 
turbidity tolerance 2.5-5 ntu, and salinity 20-28 ppt [3]. 
Thus, to ensure that water quality is always in a standard 
state, a monitoring system is needed [4] by utilizing 
Internet of Things technology (IoT) so that water quality 
can be ensured always in accordance with the standard [5]. 
IoT can be interpreted as all objects that can communicate 
with other objects [6]. Therefore, in this study, a prototype 
of an IoT-based water quality monitoring system will be 
made [7] by using the temperature sensor model DS18B20 
[8], pH sensor [9], salinity sensor [10], and turbidity 
sensor[11]. Then the controller used is ethernet shield and 
Arduino [12], as well as a buzzer as an alarm if the sensor 
detects a non-compliance with AI quality standards [13]. 
The data from the sensor is sent to the database and 
displayed on the website dashboard [13] in real time [14]. 

Research on water quality monitoring has been carried 
out by Muhammad Faisal, et al to monitor water turbidity 

using the TSD-10 sensor. From this research, it can be seen 
that the sensor sensitivity value from the results of the TSD-
10 sensor characteristics is 2 mV/NTU and the average 
accuracy of the measurement has a value of 93.49%. The 
maximum relative error of measurement is 24.64% [15]. 
Monitoring of water turbidity was also carried out by 
Muhammad Kautsar, et al by examining the turbidity level 
of PDAM water. After conducting calibration trials with 
conventional water volume measurements by 
accommodating the volume of water within a certain period 
of time in a measuring cup and getting a fairly good 
accuracy result, namely 98.8% [16].  

Research on water temperature monitoring conducted 
by Jamal Maulana Hudin, et al uses NodeMcu, DS18B20 
temperature sensor, and the Cayenne application as an IoT 
platform. The monitoring system designed can provide 
information on water temperature conditions in real time. 
The control system will turn on automatically when the 
temperature is outside the normal range. In the application 
of the system if the pool temperature is below 25℃ it will 
display a "Bahaya DINGIN" notification and if the pool 
temperature is above 30℃ it will display a "Bahaya 
PANAS" notification [17]. Arif Indra Irawan, et al 
conducted research on the temperature of fish ponds with 
the aim of improving the performance of the DS18B20 
temperature sensor. The results showed that the 
measurement accuracy can be improved by using the linear 
regression method. The linear regression method in 
experimental measurements at temperatures of ± 3°C to ± 
50°C can increase accuracy by 0.42%, RMSE by 34.4%, 
and increase sensor response time by about 12% -30%. The 
use of a normal distributed measurement rate and linear 
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regression in calibration can increase the response time by 
12%-19% but reduce the level of accuracy when compared 
to the linear regression method alone. The use of the linear 
regression method and a normal distributed measurement 
rate can increase the accuracy of the actual pool 
temperature measurement, both in the afternoon and in the 
morning by 90%.[18]. 

Yuri Rahmanto, et al monitored the pH of aquaponic 
water by using the Arduino Uno microcontroller. The result 
of the research is that by looking at the results of the water 
pH sensor readings, farmers can determine that the water is 
in good condition or not for mustard plants. The results of 
the water pH sensor readings have a difference that is not 
so far from the pH meter, which is 5.5 to 6.5 [19]. Dista 
Yoel Tadeus, et al also conducted research on the turbidity 
and pH of the water, with the object of the research being a 
freshwater aquarium by utilizing Internet of Things 
technology. Monitoring data is used to activate the actuator 
in the form of a water filter. The filter will be active if the 
water turbidity level has exceeded the specified turbidity 
limit. The turbidity test of the aquarium water shows that 
when the turbidity reaches 3000 ntu at 14.12 the pump is 
active and the filter works until the turbidity is at a value of 
498 ntu at 17.00 and the pump turns off automatically. The 
pH value and water turbidity were successfully displayed 
in the Blynk application on the cellphone. The test results 
conclude that the monitoring system developed has been 
successfully implemented [20]. 

Dynar A. Wibisono, et al conducted a study with the 
aim of designing a monitoring system based on the internet 
of things and an automatic control system using a salinity 
sensor to monitor salt levels, a DS18B20 temperature 
sensor to monitor temperature, and a pH sensor SEN0161 
to monitor water pH. The sensor data is processed by the 
Arduino Nano microcontroller and the Wi-Fi-based 
Wemos D1 mini board from the ESP8266 family, sending 
data to the firebase realtime database, then the user will 
monitor the salt content, temperature and pH content on the 
web. Tests are carried out by validating and reading sensors 
as well as sending and recording data on the web and 
controlling actuators to maintain water quality. the system 
is able to increase the temperature by 1°C in 1.25 minutes 
with an error value of ±1°C, the system is able to increase 
the salinity content by 2 ppt in 2 minutes with an error value 
of ±1 ppt, pH control can also be done by increasing the pH 
value by 1 which has an error of±0.7. The results show that 
sensor data can be sent in real time on the website at a speed 
of 484.75 ms using the HSDPA network and 75 ms using 
the LTE network [21]. 

II. RESEARCH METHODOLOGY 
A. Prototype Method 

In making this research, the researcher divides into 4 
stages, namely formulation stage, research stage, building 
stage, testing stage and evaluation stage. 

 
Figure. 1 Prototype Method 

The following is an explanation of the methodological 
stages in Figure. 1. 
1. Formulation, which is the management stage of the 

research strategy to be carried out, consisting of: 
a. Problem research, we look for the problem of what 

object will be researched, especially in the IT field. 
b. Study Literature, after the object of the problem is 

found, the researcher examines previous studies 
related to the object to be studied. 

c. Research Question, we describe questions related to 
the object of research. 

2. Research, is the stage to find the criteria to be 
researched. 
a. Quality analysis, aims to determine the standard 

quality of the object of research to be carried out. 
b. Quantity analysis, aims to determine the number of 

needs of the object of research to be carried out. 
c. Requirement analysis, after the two criteria have 

been determined, a needs analysis will be carried 
out by the author to conduct research. 

3. Building, is the execution stage of implementing the 
research to be carried out, starting from system design 
which is divided into 3 designs, including: 
a. UI/UX design, is a process to provide an initial 

view for users in the form of making mockups so 
that they can be easily used as they should be. 

b. System design or program design, is the process of 
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programming software in the system, namely the 
web system and programming on the 
microcontroller. 

c. Hardware Arranging, is a hardware design process 
in the form of internet network configuration and a 
series of microcontroller tools. 

4. Trial and Evaluation, is the final stage of research to test 
and evaluate research that has been designed in the 
previous stage which consists of: 
a. Trial, is a system testing process from research that 

has been previously designed. 
b. Data recap, conducting the process of collecting 

data on the evaluation results of the research object 
trial. 

B. Hardware Requirement 
The hardware devices needed in making a prototype 

water quality monitoring system are as follows: 

Table 1. Hardware Requirement 
Figure Name Qty Used For 

 

Arduino IDE 1 pc As a microcontroller 

 

Temperature 
Sensor 
model 
DS18B20 

1 pc Water temperature 
sensor with units of 
degrees Celsius 

 

pH Sensor 1 pc Water PH level 
detection sensor 

 

Turbidity 
Sensor  

1 pc Water turbidity 
detection sensor with 
units of NTU 

 

Salinity 
Sensor  

1 pc Water salinity 
detection sensor with 
units of part per 
million ppt 

 

Buzzer 1 pc As a notification in 
the form of a "beep" 
sound when the 
sensor detects non-
standard water 
quality 

 

Ethernet 
Shield 

1 pc Additional port for 
connecting with 
router 

 

Project 
Board 

1 pc The place to 
assemble and 
combine sendor with 
arduino 

 

Mikrotik 
RB951UI 

1 pc Sebagai pengaturan 
dan jaringan IP 
arduino 

 

USB 
Arduino 
Cable 

1 pc As a liaison Arduino 
with laptop 

 

Jumper 
Cable 

1 set As a liaison sensor 
with arudini 

 

UTP/LAN 
Cable 

1 pc As a liaison Arduino 
with mikrotik 

 
 
C. Flowchart System 

 
Figure. 2 Flowchart System 

The following is an explanation of the flowchart in the 
figure. 2: 
1. The sensors detect the water quality data in the 

aquarium. 
2. 2. The system sends sensor data to the web server and 

displays it. 
3. If the sensor detects a water quality discrepancy, the 

buzzer sounds. 
D. Diagram System 

 
Figure. 3 Diagram System 

Figures. 3 can be explained as follows. 
1. In the aquarium, sensors are installed to detect water 

quality, namely temperature, pH, turbidity, and salt 
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levels. Its function is to ensure that water quality is 
always in accordance with standards.  

2. Arduino and ethernet shield as microcontrollers that 
control sensors and servers that receive data from 
Arduino, then store and send it to the web server. 

3. Buzzer sounds when the sensor detects water quality 
that is not up to standard 

III. RESULTS AND DISCUSSION 
The results of the development of a water quality 

monitoring system are able to provide convenience in 
detecting water quality according to standards. In addition, 
it can also open up public insight regarding water detection 
in accordance with standards carried out by using 
automated technology. In this study, the system developed 
is based on Arduino which uses temperature, pH, salinity, 
turbidity sensors to detect water conditions using the 
method used, namely prototyping. The following are the 
results of water quality monitoring in this study. 

A. Dashboard Website Monitoring Water Quality 

 
Figure. 4 Dashboard Website 

Displays data graphs from sensor records that have been 
stored by the water quality monitoring system database. 
Consisting of graphs of pH, temperature, salinity, and 
turbidity, this website is very user friendly, so it can be set 
according to the needs of the type of water to be monitored. 
In this system, temperature standard of 27-30°C, pH 
standard of 7.0-8.0, turbidity standard of 2.5-5 ntu, and 
salinity of 20-28 ppt. 

B. Graph of pH Monitoring 

 
Figure. 5 Graph of pH Monitoring 

On the graph of the pH data, the two red lines are the 
standard water pH parameters. The line below is the 
minimum value and the line above is the maximum value. 
Graphs display data in real time. Graphics can also be 
displayed full screen or can be downloaded with the 
formats that are available. 

C. Graph of Temperature Monitoring 

 
Figure. 6 Graph of Temperature Monitoring 

In the temperature data graph, the two red lines are the 
standard water temperature parameters. The line below is 
the minimum value and the line above is the maximum 
value. Graphs display data in real time. Graphics can also 
be displayed full screen or can be downloaded with the 
formats that are available. 

D. Graph of Salinity Monitoring 

 
Figure. 7 Graph of Salinity Monitoring 

On the salinity data graph, the two red lines are the 
standard water salinity parameters. The line below is the 
minimum value, and the line above is the maximum value. 
Graphs display data in real time. Graphics can also be 
displayed full screen or can be downloaded with the 
formats that are available. 

E. Graph of Turbidity Monitoring 

 
Figure. 8 Graph of Turbidity Monitoring 

In the turbidity data graph, the two red lines are the 
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standard parameters for water turbidity. The line below is 
the minimum value, and the line above is the maximum 
value. Graphs display data in real time. Graphics can also 
be displayed full screen or can be downloaded with the 
formats that are available.  

F. Data Record Monitoring 
This Monitoring Record contains recorded data from 

the sensors of the water quality system. There are data on 
pH, temperature, turbidity, salinity, and the date and time 
the data was recorded. Monitoring data can also be 
downloaded, and this is one of the advantages of the water 
quality system data report, namely that the report data 
attributes can be adjusted according to needs. The 
following is the data from the monitoring conducted on 
March 18, 2021. 

Table 2. Monitoring Record 
Temperature pH Turbidity Salinity Date & Time 

29,12 7,25 2,65 20 
2021-03-18 

21:51:57 

29,12 7,2 3,43 23,32 
2021-03-18 

21:52:03 

29,12 7,1 2,3 20,4 
2021-03-18 

21:52:10 

29,12 7,3 2,6 24 
2021-03-18 

21:52:17 

29,06 7,45 2,2 25,4 
2021-03-18 

21:52:23 

28,81 7,3 2,25 20,3 
2021-03-18 

21:52:30 

28,62 7,77 3,48 25,4 
2021-03-18 

21:52:37 

28,5 8 4,29 26,3 
2021-03-18 

21:52:43 

32,31 7,6 5 21,4 
2021-03-18 

21:52:50 

38,06 7,8 4,9 25,3 
2021-03-18 

21:52:57 

39,69 7,3 5,2 24,7 
2021-03-18 

21:53:03 

40,44 7,1 3,39 21,78 
2021-03-18 

21:53:10 

40,88 7,9 2,5 27 
2021-03-18 

21:53:17 

39,94 7 2,4 24,79 
2021-03-18 

21:53:23 

33,25 7,4 4,9 28 
2021-03-18 

21:53:37 

31,06 7,2 2,6 26,78 
2021-03-18 

21:53:44 

30,25 7,3 3,2 20 
2021-03-18 

21:53:51 

29,81 7,8 4,48 22,49 
2021-03-18 

21:53:57 

29,56 7,6 3,59 24,23 
2021-03-18 

21:54:04 

29,37 7,6 4,98 25 
2021-03-18 

21:54:11 

 
G. Experimental Result 

 
Figure. 9 Experimental Result 

The prototype of the water quality monitoring system 
consists of a series of described hardware that is connected 
to a website-based system that is useful for displaying 
monitoring results. 

IV. CONCLUSION 
Based on the results of the research that has been done, 

it can be concluded that a water quality monitoring system 
based on the Internet of Things using a temperature sensor, 
pH sensor, turbidity sensor, and salinity sensor can monitor 
water in terms of temperature, pH, turbidity, and salt 
content whose data is displayed. on the website dashboard 
in real time every 5-10 seconds. The buzzer gives an 
audible warning when one of the sensors detects a water 
quality discrepancy. This can help ensure water quality is 
always up to standard.  
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Abstract − Plastic waste needs to be handled properly according to its type to reduce its negative impact on the earth, such as the issue 
of global warming which is still being widely discussed among the public. Good and correct plastic waste management has a significant 
long-term impact on the issue of global warming. Using the optimization of the extreme programming (XP) method to develop a plastic 
waste management system. With the system development method used, namely extreme programming, this system helps the 
community to be aware of waste and manage waste as well and wisely as possible. Extreme programming flexibility supports all 
changes that occur during the process of building this plastic waste management system. The output produced in the construction of 
this system is the management and sale of plastic waste that can be recycled according to its type. With usability testing that has been 
carried out, this system has been evaluated and shows a result of 88.07%, this value means that the plastic waste management system 
is well accepted to be used in plastic waste management. 
 
Keywords – Extreme Programming, Information System, Optimization, Plastics Waste, Usability.  
 

I. INTRODUCTION  
The increasing plastic consumption must be wisely 

and inevitably balanced with its management [1]. 
Movements to prevent global warming are still often 
campaigned on social media and others to raise awareness 
of the importance of correct waste management hence not 
to add to the burden of the earth [2], [3]. Waste management 
system is built to identify, separate and manage plastic 
waste according to type [4], [5]. Good waste management 
starts from the smallest unit, which is house hold. The waste 
is collected based on its type, which is recyclable and 
unrecyclable waste [6], [7]. There will be a further process 
for recyclable waste, whereas the unrecyclable ones are 
collected and sorted to its type [8]. Some studies can be 
used as reference for plastic waste management to reduce 
the impact of pollution caused by it including [9], which is 
about recycling plastic waste due to the increasing use of 
plastic. The use of Triboelectrostatic technology by 
utilizing different surface properties of materials is for 
these materials to be distinguished in electric charge, 
deflected in an electric field and collected in separate 
places. In conclusion, this research recycles plastic 
therefore it can be reused with Triboelectrostatic 
technology. Other studies by [10] are the utilization of 
plastic waste with catalytic pyrolysis techniques. The 
catalytic pyrolysis process itself is a thermochemical 
decomposition process of organic matter through the 
process of heating, either using little oxygen or not using 
oxygen or other chemicals at all. The point is that plastic 
waste is processed through the pyrolysis process to get new 
materials that can be utilized. The material can be oil or 
something else. However some other research examples 
use plastic waste, namely [11], [12], [13] and [14]. 

The process of developing a plastic waste 
management information system use extreme 
programming method. Optimization of extreme 
programming methods is to accommodate all changes from 

the identification and planning process, the system design 
process, the process of implementing the design into the 
system, including coding, the system testing process using 
the testing method and implementing the system to the user 
[15]. Extreme programming approach is widely used 
because this method is able to anticipate some problems for 
example when the system is too fast in making changes, 
whereas the needs are not clearly defined [16]. The use of 
extreme programming methods in several studies that have 
been carried out include [17] implements the XP method in 
web applications for job training participant selection. The 
XP method is used to anticipate web development which 
consists of a small team. Furthermore, in [18], the XP 
method is used in making customer service complaints 
applications with university as the research objects. The XP 
method is able to accommodate all the needs and 
application development processes relatively quickly with 
minimal team members. Research by [19], applied the XP 
method to an online sales system where the system was 
built with a relatively fast deadline [20]. The impact of 
using XP method approach to the system which is being 
built is that the customer does not take a long time during 
online reservation [21]. However some other research 
examples use plastic waste, namely [22],  

The difference between this research and previous 
research is that this research optimizes the extreme 
programming method approach in the construction of a 
plastic waste management system is used so that the system 
can be utilized well, considering the system was built with 
a small team and underwent several considerable changes 
in a fast time during the building process [23]. Some of the 
advantages of the XP method are the most optimized and 
effective, according to the state of the plastic waste 
management system [24]. With this system, the company is 
helped because it can maximize what the company has to 
be optimized and from a social point of view it helps reduce 
environmental impacts due to waste that is not managed 
properly [10]. The company gets two profits, namely 
profits from sales and waste management as well as 
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participating in maintaining the balance of the earth from 
wastes that take a long time to process until the waste can 
be reused. 

II. RESEARCH METHODOLOGY  
The system development method used for managing 

plastic waste is by optimizing the extreme programming 
method. The XP method approach in this case creates a 
plastic waste management system by minimizing the 
iteration that will later be carried out. Optimization in terms 
of iteration in the system development process by making 
the system from scratch has been endeavored to meet all 
user needs. A small or minimal developer teams is not a 
significant obstacle because the team's performance is 
maximized according to their respective parts. Figure 1 
explains the detailed process of the extreme programming 
method. 

 

 
Figure. 1 Extreme Programming Method 

 

 
Figure. 2 XP Research Framework 

 
Figure 2 describes the working steps of the extreme 

programming method which consists of 5 stages/phases. 
The first step is to initiate end-user needs which are 
translated and documented into story cards and project 
planning regarding the activities carried out in the next 
stages [25]. The second step is the analysis phase. After the 
system and user requirements are initiated, the results will 
be analyzed according to the estimated target system 
development required. The third stage is the design phase, 
where this phase translates the results of the system 
requirements analysis into designs such as UML designs, 
namely class diagrams, activity diagrams, sequence 
diagrams, use case diagrams and many others [26]. The 
next stage is to develop the system that was developed and 
test it with end-users to find out things that are still not in 
accordance with the needs of end-users and improve them 

according to feedback and end-users. At this stage, it is 
necessary to know that it is possible to return to the 
previous stage in accordance with the direction of 
improvement from the user. Can goes back to the initiation 
stage or to the analysis stage or to the design stage. For 
some projects that have been developed, this iteration 
usually goes back to the design stage. End users will 
provide a lot of input and system developers must improve 
in the system design section. At this stage usability testing 
is also carried out on the developed system. Usability 
testing itself is carried out to find out how easy it is for users 
to use the developed system so that system developers 
know the end users' difficulties in using the system and find 
out the shortcomings of the developed system [27]. To 
determine user satisfaction with the developed system, the 
measurement uses the following equation: 

𝑆(%) =  
∑

∗
∗ 100%    (1) 

Description: 
S : Satisfaction 
X : Respondent success score 
n : Number of respondents 

 
In addition to end-user satisfaction, the level of 

effectiveness and efficiency of the developed system also 
needs to be measured to determine the success rate of the 
system using the user's success rate, which is the percentage 
of tasks completed correctly by the end-user [28]. To 
measure the level of system effectiveness and system 
efficiency using the following equation: 

𝐸𝑓&𝐸𝑠(%) =  
∑

∗ 100%   (2) 

Description: 
Ef & Es : Efficiency & Effectiveness 
X : Respondent success score 
n : Number of respondents 
 

Meanwhile, to measure the usability of the system to 
determine the average of the effectiveness, efficiency and 
satisfaction of end-users using the equation below [29] : 

𝑈(%) =  𝑈 (%) =  ∗ 100%  (3) 

Description: 
U : Usability 
Ef  : Efficiency  
Es : Effectiveness 
S : Satisfaction 

 
The last stage is the release phase, where at this stage, 

the system has reached the stage of being reproduced and 
ready to be implemented in many places according to the 
initial plan [30]. The system has reached the final stage and 
there is no further improvement from the end-user.  

III. RESULTS AND DISCUSSION  
It starts with defining and exploring all processes and 

needs as well as the data that will be used in system 
development [31]. The second stage is planning the 
activities which are carried out and the data that has been 
collected. They are then defined and grouped according to 
their needs. Next is the system development process with a 
minimum iteration process which is conditioned and 
planned at the beginning of the system development 
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process which is suited in accordance with user 
requirements. After the iteration process is carried out and 
finished, it is followed by the production stage of the plastic 
waste management system by defining all the designs and 
coding stages until the system is successfully built and 
tested by the user. The final step in optimizing the extreme 
programming method is the process of maintaining the 
system by both performing system recovery and backing up 
the system periodically. 

 

 
Figure. 3 Activity Diagram of a Plastic Waste Management System 

 
Figure 3 explains the activity diagram of a plastic 

waste management system. Activity diagram starts from 
the request form or module user request to the system, 
where the user requests a form to enter the data of incoming 
or outgoing waste. The request is responded by the system 
and the incoming / outgoing waste form is prepared by the 
database to be transferred to the system and displayed to the 
user. The user fills in the incoming / outgoing waste form 
and saves it into the database, and then the request for 
storing the incoming / outgoing waste form is responded by 
the system [32]. The system proceeds to the database to 
execute the stored process for the incoming / outgoing 
waste form that has been filled. Then the user request to the 
system to fill in the incoming / outgoing waste report form. 
The response is responded by the system and forwarded to 
the database. The database prepares the report form for 
incoming / outgoing waste, and after the form is filled in by 
the user, the user saves the form to the database. The 
storage request is forwarded to the system with the response 
of the incoming / outgoing waste form has been stored in 
the system database. 

 

 
Figure. 4 Main page of the Plastic Waste Management System 

 

Figure 4 displays the main page of the plastic waste 
management system. There are 4 modules, namely a master 
for managing data from incoming and outgoing waste, a 
transaction module for the process of selling and supplying 
plastic waste and a report module for displaying reports 
from data input and transaction processes that have been 
running. Finally, there is exit menu to exit the application. 

Usability testing was carried out on the plastic waste 
management website at PT. HR involved 27 respondents. 
The respondents consisted of directors, admins and 
employees of PT. HR, in addition to partners from PT. HR 
is also a respondent. Usability testing is used to measure 
respondents' satisfaction with the developed system, 
namely a plastic waste management website, the 
effectiveness and efficiency of a website-based system for 
plastic waste management [33]. For the measurement of 
self-satisfaction using equation (1) [34]. While the 
measurement of the level of effectiveness and efficiency of 
the system uses equation (2) [27]. Previously, the 
questionnaires distributed to 27 respondents were analyzed, 
as shown in the following table: 
Table 1. Evaluation Elements for the Level of Satisfaction, Effectiveness 

and Efficiency 
Satisfaction Evaluation Element Effectiveness and efficiency 

Evaluation Elements 
This app is interesting Scenario to unlock system 
This app is easy to use Scenario for website menu 

functions 
You will suggest friends use this 
app 

Scenario for button function on 
each form 

Reading the text on the screen is 
very easy 

Scenario for master menu 

The color composition 
corresponds to 

scenario for partner data input 

The image displayed is attractive scenario for plastic waste data 
input 

The buttons are easy to 
understand 

Scenario for partner transaction 
menu function 

The buttons are easy to use Scenario for the plastic waste 
transaction menu function 

Website materials are easy to 
understand 

Scenario for report menu 
function 

The language used is easy to 
understand 

Scenario to exit the system 

The results of measuring the level of satisfaction, the 
level of effectiveness and efficiency of the plastic waste 
management website at PT. HR is done twice. First, before 
there is input from the end-user, second after the system is 
repaired on the basis of user feedback for 3 iterations. The 
first iteration focuses on system design, the second iteration 
improves the function of the buttons on the menu on the 
website, and the third iteration improves the system login 
function. The graph of the results of usability testing is 
shown in Figure 5 below: 
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Figure. 5 Main page of the Plastic Waste Management System 
 
The results of the usability of the website-based 

plastic waste management system based on the average 
satisfaction level of the 1st and 2nd tests as well as testing 
the 1st and 2nd level of effectiveness and efficiency of the 
system using equation (3) are as follows: 

 

 𝑈 (%) =  
. . .

∗ 100% = 88.07%  

 

IV. CONCLUSION 
From the research that has been done, the output 

produced is a plastic waste management website. 
Utilization of this website is also used to minimize the 
impact of plastic waste which is increasingly 
uncontrollable. A plastic waste management website was 
built and developed by implementing and optimizing the 
extreme programming method that is easily adapted for the 
construction of a system with a relatively short time and 
significant changes [10]. Iterations were carried out during 
the construction of the plastic waste management website 3 
times by accommodating all feedback from end-users to 
improve the plastic waste management website according 
to end-user needs. Usability testing is 88.07%, this shows 
that the website-based plastic waste management system 
can be accepted by users to be used and can be used by 
companies to manage incoming and outgoing plastic waste. 
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Abstract − In the current IS/IT era, service to consumers is an absolute must to be prepared to survive in business 
competition. Physical and logical attacks with the aim of disrupting information technology services for 
individuals/agencies/companies or reducing the performance of IS/IT used. The development of IoT in the industrial 
revolution 4.0, which is all online, is a challenge in itself, from a negative point of view, all of them are able to carry out 
attacks on ISP servers, often carried out by hackers. DDoS (Distributed Denial of Service) attacks are the most common 
attacks. The development of software for DDoS attacks is very much on the internet, including UDP Unicorn software to 
attack very easily and can be done by anyone. Software for real-time monitoring of DDoS attacks, one of which is the 
Telegram bot. Telegram is a messaging system centered on security and confidentiality, while bots are computer programs 
that do certain jobs automatically. Telegram bot is free, lightweight and multiplatform. In the case study, this research 
contains 10 access points to the internet that will be mitigated from DDoS attacks. In this study, it was found that DDoS 
attacks caused traffic to become very high/congested by fulfilling upload traffic so that legitimate traffic users could not 
access the internet, connection to the internet was slow, the traffic was also unnatural, making it unable to connect to 
wireless devices and making Mikrotik loginpage becomes unable to appear. The purpose of this study is to mitigate DDoS 
attacks with the help of telegram bots so as to facilitate the notification of DDoS attacks in the event of an attack so that 
it is fast to deal with and find the perpetrators of the attack. The conclusion of this study is that DDoS attacks using UDP 
unicorn software resulted in a traffic spike of 53.5 Mbps on the upload traffic side, causing traffic for 
legitimate/authenticated users to slow down. By using telegram bots to know DDoS attacks occur in real time with a 
success rate of attack detection up to 100% notifications on telegram bots. Mitigation of DDoS attacks takes steps to track 
users using the torch feature on the routerboard interface menu, trace internet connection lines using wired or wireless 
transmission media, and ensure always monitoring the proxy interface from winbox. 
 
Keywords – Attack Mitigation, DDoS, IDS, Telegram 
 

I. INTRODUCTION 

The need for network security is very important in the 
world of information technology and information systems. 
In the current IS/IT era, service to consumers is an absolute 
must to be prepared to survive in business competition. 
There are times when irresponsible people make attacks on 
information technology systems and networks that are 
developed. The attack is in the form of physical and logical 
attacks with the aim of disrupting information technology 
services for individuals/agencies/companies or reducing 
the performance of information systems and information 
technology used.  

The development of IoT (Internet of Things) in the 
industrial revolution 4.0 which is all online is a challenge 
in itself, everyone can access anything from the virtual 
world, from the negative side, everyone is able to attack a 
service on the internet. Several attacks on servers as 
internet service providers (ISPs) are often carried out by 
hackers with various purposes. DDOS (Distributed Denial 
of Service) attack is an attack that may often be found 
among other attacks. 

The development of software to carry out DDoS attacks 
is also very widely spread on the internet, including UDP 
Unicorn software, which is a software that uses a very easy 

way to attack and can be done by anyone, and there are 
many more software to carry out DDoS attacks on the 
internet.  

In monitoring computer networks when a DDoS attack 
occurs, there are many applications that can be used to 
monitor DDoS attacks in real time, one of which is the 
telegram bot. Telegram is a cross-platform messaging 
system centered on security and privacy, while bots are 
computer programs that do certain jobs automatically.  

Telegram bot is a bot that is currently popularly used 
among the public because it is free, lightweight and 
multiplatform. Telegram also has a fairly complete and 
growing Bot API. The famous telegram bot is the telegram-
bot made by Yago Perez [1].  

In the case study, this research contains 10 access points 
to the internet that will be mitigated from DDoS attacks. In 
this study, it was found that DDoS attacks caused traffic to 
become very high/congested by fulfilling upload traffic so 
that legitimate traffic users could not access the internet, 
connection to the internet was slow, the traffic was also 
unnatural, making it unable to connect to wireless devices 
and making Mikrotik loginpage becomes unable to appear. 

The problem of this research how to mitigate DDoS 
attacks carried out by using a bot Unicorn UDP telegram. 
The purpose of this study is to mitigate DDoS attacks with 
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the help of telegram bots so as to facilitate the notification 
of DDoS attacks in the event of an attack so that it is fast to 
deal with and find the perpetrators of the attack. 

Research conducted by Nadila Sugianti et al with the 
title Detection of HTTP-Based Distributed Denial of 
Services (DDOS) Attacks Using the Fuzzy Sugeno 
Method. The purpose of this research is to create an 
application to detect HTTP-based DDOS attacks with good 
accuracy using the fuzzy Sugeno method. Based on the 
discussion that has been explained and the results of tests 
that have been carried out, HTTP-based DDOS attack 
detectors based on the number of users, the number of 
packets, the number of packets/users and the length of the 
data captured by fuzzy logic using the Sugeno method can 
be used as a detector in determining DDOS attacks based 
on HTTP with an accuracy rate of up to 90% [2]. 

Research conducted by Jodi Chris Jordan Sihombing et 
al with the title Implementation of Distributed Denial of 
Service (DDoS) Attack Detection and Mitigation System 
using SVM Classifier on Software Defined Network (SDN) 
Architecture. The research objective is to implement a 
system that can detect and mitigate DDoS attacks on the 
SDN architecture. Conclusions from the research 1) The 
DDoS attack detection and mitigation (SDMD) system 
using the SVM classifier can be applied to the SDN 
architecture. 2) The DDoS attack mitigation mechanism is 
carried out by adding a flow rule on the switch to filter 
packets that go to the victim host. After the flow rule is 
added to the switch's flow table, the switch will drop every 
packet originating from the attacker's source IP, but any 
packets originating from the legitimate host's source IP will 
be forwarded. 3) SDMD performance in detecting DDoS 
attacks is very good. The accuracy obtained in detecting 
DDoS attacks is 96.08%, 95.66%, and 98.76% for syn 
flooding, udp flooding, and icmp flooding, respectively [3]. 

Research conducted by Muhammad Aziz et al with the 
title Implementing Artificial Neural Networks to Detect 
DDoS Attacks in Network Forensics. The purpose of the 
study is to determine the accuracy of DDoS attacks for 
network forensic purposes, the proposed method to analyze 
and test DDoS attacks detected on IDS with datasets at the 
Research Laboratory of Masters in Informatics 
Engineering, Ahmad Dahlan University (LRis-MTIUAD) 
using artificial neural network (ANN) methods based on 
calculations statistics. The conclusion from the research is 
that the attack information that has been detected by 
signature-based IDS needs to be reviewed for accuracy 
using classification with statistical calculations. Based on 
the analysis and testing carried out by the artificial neural 
network method, it was found that the accuracy was 
95.2381%. Artificial neural network methods can be 
applied in the field of network forensics in determining 
accurate results and helping strengthen evidence at trial [4]. 

Research conducted by Eddy Prasetyo Nugroho et al 
with the title Security Reporting System on Cloud 
Computing Networks Through Telegram bots using 
Intrusion Detection and Prevention System Techniques. 
The conclusion of the research is to build an intrusion 
detection system by producing output not only in the form 
of records of intrusion activities on the database but also 
notifications via instant messaging Telegram. The results 

of recording intrusion activities in the database are used as 
data to perform network forensic analysis regarding the 
identity of the source of incoming packets, as well as to 
analyze the level of IDS system responsibility both in 
detecting attacks and sending notifications to 
administrators [5]. 

The research conducted by Jefree Fahana et al with the 
title Using Telegram as an Attack Notification for Network 
Forensics Purposes. The purpose of the research is to help 
network administrators to make it easier to find attacks that 
are usually carried out manually. The conclusion of the 
study was that it was successful in detecting attacks by 
using Snort. Alerts work very well and are able to send 
information to the database which is then forwarded using 
the telegram instant messenger application in real time. The 
results show that there has been a ddos attack via ICMP 
based on the log analysis performed [6]. 
 

1.1 Intrusion Detection System (IDS)  

Intrusion Detection System is a prevention system using 
software or hardware that works automatically to monitor 
the situation on a computer network and can analyze 
network security problems. IDS is a tool, method and 
resource that provides assistance in identifying, reporting 
on computer network activity [7]. 

The ability of the IDS is to provide an early warning to 
the Network Administrator when a certain activity occurs 
that the Administrator does not want. In addition to 
providing warnings, IDS is also able to track activities that 
harm a system. An IDS can monitor packets passing 
through the network and try to find out if there is any 
suspicious activity. 

IDS functions to monitor unusual activities on the 
network so that the initial steps of the attackers can be 
known. Thus the Administrator can take precautions and be 
prepared for what might happen. 

In recognizing attack patterns, there are several 
methods of how IDS works, namely: Signature Based IDS 
and Anomaly Based IDS. 
 

a) Signature Based IDS 

A signature-based IDS will monitor the packets in the 
network and compare these packets with the signature 
database owned by this IDS system. This method is almost 
the same as how antivirus applications work in detecting 
malware. The point is that there will be a delay between the 
detection of an attack on the internet and the signature used 
for detection which is implemented in the IDS database 
used. So it could be that the signature database used in the 
IDS system is not able to detect an attempted attack on the 
network because the information on this type of attack is 
not contained in the signature database of this IDS system. 
During this time delay, the IDS system cannot detect any 
new types of attacks. 
 

b) Anomaly Based IDS 

This type will monitor the traffic in the network and 
compare the traffic that occurs with the average traffic 
(stable). The system will identify what is meant by a 
"normal" network in the network, how much bandwidth is 
usually used on the network, what protocols are used, what 
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ports are usually interconnected with each other in the 
network and alert the administrator. when detected 
something is not normal. 

The anomaly-based IDS method offers advantages over 
the signature-based IDS, which is that it can detect new 
forms of attacks that are not yet included in the IDS 
signature database. The downside is that this type often 
emits false positive messages. So that the Administrator's 
task becomes more complicated, by having to sort out 
which is the real attack from the many false positives that 
appear. 

 

1.2 Distributed Denial of Service  

According to Mousavi (2014), Distributed Denial of 
Service attack (DDoS) is an attack carried out on all the 
bloat or computer network by sending the dense traffic [8]. 
DDoS attacks start from attackers who distribute attacks 
using machines. During an attack, all traffic is directed to 
the victim's computer or server to consume the victim's 
resources. DDoS attacks will often use IP spoofing with the 
aim of flooding the target with high traffic while masking 
the identity of the original source to prevent mitigation 
efforts. If the source IP address is spoofed and continues to 
be scrambled, attempts to block attacks will become 
difficult. According to Kumarasamy (2012), there are 
several types of DDoS attacks [9] including the following : 
1. TCP SYN Flooding: Is a type of attack that exploits the 

3 way handshake mechanism in the TCP protocol, the 
attacker sends a large number of SYN packets to 
overload the target being attacked. 

2. UDP Flooding: Is a type of attack that exploits the UDP 
protocol, the attacker has a list of broadcast addresses 
to send fake UDP packets to. This packet delivery 
mechanism is sent to a random port and then changes 
the target location unexpectedly. 

3. Ping (ICMP) Flooding: Is a type of attack against the 
ICMP protocol with the aim of depleting the victim's 
computer resources by flooding it through requests 
from ICMP echo or also known as the ping command. 

 

1.3 Firewall Mikrotik 

A firewall is a hardware device or software system or 
group of systems (routers, proxies, gateways) designed to 
allow or deny network transmissions based on a set of 
security rules and regulations to enforce control between 
two networks to protect the "inside" network from the 
"outside" network. Firewall acts as a filter between internal 
and external computers. The firewall performs control 
based on the source IP address, source and destination 
TCP/UDP ports, destination IP address, and header 
information stored in data packets [10]. 
 

1.4 Traffic Monitoring Mikrotik 

Traffic Monitor is a feature in Mikrotik that is rarely 
used. This traffic monitor can be used to monitor traffic 
running on an interface on the router and can determine a 
traffic threshold value. If the traffic has reached the 
specified threshold, then Traffic Monitor can execute a 
script. Thus can use this feature for various needs by 
determining what scripts will be executed. Steps to activate 
Traffic Monitor in the required interface with the steps on 
the Tools menu → Traffic Monitor [11]. 

1.5 Telegram 

The main attraction of Telegram is that it can run on 
various devices and operating systems, not only mobile 
phones, but also computers, smartphones and others. 
Telegrams and bots can make everyday life easier without 
having to just stare at the computer. At the beginning of the 
development of the bot world on Telegram, almost all bots 
were created using telegram-cli and lua. The telegram-cli 
bot works like a personal account, it can even log in as a 
telegram-cli bot account and do what normal accounts can 
do. The benefits of this bot were also acknowledged by 
Telegram, which then launched a bot API so that many 
people could build bots using the programming language 
they mastered without having to deal with Telegram-cli or 
MTProto. Bot API is a bot account, there are certain things 
that normal accounts can do that bot accounts can't, for 
example creating groups, adding people to groups and 
removing people from groups [12]. 

II. RESEARCH METHODOLOGY 
2.1 Research Flow 

The flow of this research is as follows : 

 

Figure 1. Research Flow 

Figure 1. Shows the flow of the research carried out. 
The first step is data collection, which collects data on the 
form and DDoS attacks that are carried out. The second step 
is data analysis which performs analysis and techniques to 
prevent DDoS attacks. the third step is the design and 
configuration of the system which designs and implements 
DDoS attack mitigation techniques with telegram bots as 
notifications in the event of an ongoing attack. The fourth 
step is the results and system testing which is doing testing 
to find out whether the DDoS attack mitigation system runs 
smoothly as expected.  

 
2.2 Data collection 

Data collection with the tested parameters is to 
determine the target IP address, determine the packet size 
to be sent (flood), the path that is passed (threads), the 
socket path that is passed (sockets per thread) and the test 
time for 10 seconds ago. UDP unicorn software is run, then 
monitoring is carried out from the mikrotik routerboard 
interface. 
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2.3 Data analysis 

Data analysis at the location of DDoS attacks carried 
out for research is as follows :  
 

 
Figure 2. Mikrotik interface 

Figure 2. Shows 10 active mikrotik interfaces or 10 
internet access sharing lines including 1).vlan20-ZTE, 
2).vlan30-ZTE, 3).vlan40-north fo, 4).vlan50-west fo, 
5).vlan102- fo koday, 6).vlan103-pbe m5 west, 7).vlan104-
fo east, 8).vlan105-zte, 9).ether9-koday testing and lastly 
10).ether10-al-manshuriah. These 10 paths are the paths 
that come out of mikrotik. 
 

 
Figure 3. Interface <vlan102-fo koday> 

Figure 3. Shows the <vlan102-fo koday> interface 
showing normal traffic and no DDoS attacks have occurred. 
The average download traffic is 8.2Mbps and the average 
upload traffic is 44.6kbps. The download result is greater 
than the upload result. 

 
2.4 Unicorn UDP Attack Form 

Figure 4. Shows UDP unicorn software by entering the 
server's IP address in the target column and providing the 
value of the packet size to be sent then clicking start unicorn 
to run a DDoS attack on the target 

The forms of UDP Unicorn software attacks when used 
to carry out DDoS attacks are as follows : 

 

 
Figure 4. UDP Unicorn 

. 

 
Figure 5. Unicorn UDP Attack  

Figure 5. Shows an attack from the UDP unicorn 
software by filling up the upload traffic so that legitimate 
user traffic cannot access the internet. When an attack 
occurs, the monitored download traffic is 1278.3kbps while 
the monitored upload traffic is 53.5Mbps. An increase in 
unnatural upload traffic on this interface causes the internet 
connection to be slow, unable to connect to wireless 
devices, loginpage cannot appear. 
 

 
Figure 6. Mikrotik Torch Menu 

Figure 6. Shows the torch menu on the Mikrotik router 
with the aim of knowing the IP address of the DDoS 
attacker by clicking start then shorting the highest Rx Rate. 
Figure 6 gets very high upload traffic with an average 
upload of 57.7Mbps. 

 
2.5 DDoS Attack Detection and Mitigation System 

Design 
The design of the DDoS attack detection and 

mitigation system using the telegram bot features as 
follows : 
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Figure 7. BotFather Telegram 

Figure 7. Shows the BotFather telegram that will be 
used as a telegram bot machine by writing the commands 
"/start" and "/newbot" to create a bot script. 

 

 
Figure 8. BotFather Telegram 

Figure 8. Shows confirmation of the name of the bot, 
namely "ddosbrembuk_bot" which will be created to get a 
token to access the HTTP API telegram. 

 

 
Fifure 9. Trafiic Monitor <tmon102> 

Figure 9. Shows the existing monitor traffic on the 
proxy feature. With this traffic monitor it helps manual 
work when monitoring a DDoS attack that makes traffic 
very high. This monitor traffic menu is found in the 
Mikrotik tools when opening Winbox. The name column 
fills in the name tmon102 in order to provide a different 
name. The interface column selects the interface to be 
monitored. The traffic column uses received with the aim 
of monitoring traffic only on uploads. The trigger column 
uses always with the aim of always reporting all monitoring 
traffic activities. The threshold column provides a value of 
3Mbps with the aim that if the upload traffic exceeds 
3Mbps, it will report to the Telegram bot. The on event 
column adds a telegram bot script by entering the telegram 
bot token that has been obtained in the previous stage. The 
script will display a notification in real time on telegram 
with the message "An attack occurred on Line 102" 

 
Figure 10.  Traffic Monitor List 

Figure 10. Shows a list of monitor traffic. In the picture 
there are 10 internet access sharing lines that will be 
monitored for upload traffic to mitigate ongoing DDoS 
attacks. The results of this script will immediately make a 
real-time notification to Telegram in the event of a DDoS 
attack. In the name column, fill in the name and adjust it to 
the monitored path so that it provides a different name and 
in the threshold column it adjusts to the maximum desired 
upload speed. 

III. RESULTS AND DISCUSSION 

The results and discussion of DDoS attack mitigation 
using telegram are as follows : 

 

 
Figure 11.  Script On Event 

Figure 11. shows this script generated with 
BotFather from the telegram bot by forwarding the url 
and chat_id links embedded in the script, as follows: 
url=https://api.telegram.org/bot18951410:AAHK7Mfs
eIs8kIsP6-G7OoWzbw, chat_id=645211. Then give a 
comment or notification in the form of text = An attack 
occurred on line 102. 

 

 
Figure 12.  DDoS Attack Notification Results 

Figure 12. Shows the results of realtime DDoS attack 
notifications when there is a spike in upload data traffic. 
If there is data traffic that exceeds the value above 
3Mbps, a notification will be sent to the Telegram 
application according to the 3Mbps upload/threshold 
value setting in Figure 9. If there are notifications that 
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enter the Telegram application more than 10 times 
within one second, it means that a DDoS attack has 
occurred.  

After knowing which internet connection line is 
being attacked, the first step is to immediately take 
action by tracing the user using the torch feature on the 
Mikrotik routerboard interface menu.  

 

 
Figure 13.  Unlock Torch Features 

Figure 13. Shows how to open the torch feature by 
clicking the interface menu → then clicking the torch 
feature. 

 
Figure 14.  Torch Feature 

Figure 14. Shows the torch feature, with this feature 
it is easy to see data traffic (Tx/Rx) which can be sorted 
from the largest to the smallest. To see the attacker by 
looking at the source address and sorting the upload 
data traffic (Rx) from the largest to the smallest. 

Then with the second step, trace the internet 
connection path using wired or wireless transmission 
media by removing the RJ45 connector connected to 
each computer network device, and ensuring always 
monitoring the Mikrotik interface from Winbox. 

IV. CONCLUSION 

The conclusion of this research is: 1) There was a DDoS 
attack using UDP unicorn software which resulted in a 
traffic spike of 53.5 Mbps on the upload traffic side which 
resulted in slow traffic of legitimate/authenticated users. 2) 
By using telegram bots to know DDoS attacks occur in real 
time with a success rate of attack detection up to 100% 
notifications on telegram bots. Mitigation of DDoS attack 
mitigation as soon as possible take steps a) take action to 
track users using the torch feature on the Mikrotik 
routerboard interface menu by clicking the interface menu 
where the attack occurred and then clicking the Torch 
feature. b) trace the internet connection path using wired or 

wireless transmission media by removing the rj45 
connector connected to each computer network device 
(router/switch), as well as ensuring always monitoring the 
proxy interface from winbox. 
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Abstract − The customer is the main factor in the running of PT. XYZ. A good understanding of customers is very 
important for predicting the capability of customers to pay. The implementation of credit collectibility is used to 
determine the quality of customer credit, one of which is the customer's capability to pay interest and principal on 
time. While manually, it is very difficult to accurately predict the capability of customer credit payments. Data 
mining techniques with the Naïve Bayes algorithm were chosen to classify customers to be able to find patterns, 
analyze and predict, because they have good performance, are efficient, and simple. The Naïve Bayes algorithm 
has a weakness in terms of sensitivity to many attributes, so the accuracy is low. Based on the problem stated, his 
study will apply the Information Gain method to select the most influential attribute on the label in order to increase 
the accuracy of the Naïve Bayes algorithm. This research produces a new dataset with seven attributes: TENOR, 
SALARY, DOWN PAYMENT, INSTALLMENT, APPROVAL, OTR CLASS, AGE with Labels: Status and Id: 
Id number based on the Information Gain method. The dataset comparison process with 995 data records showed 
an increase in accuracy, precision, and AUC using the new dataset compared to the old dataset, but in the t-Test 
test with an alpha value = 0.05 there is a difference but not significant. In the evaluation process, performance 
experienced a significant increase in the use of new datasets with the following percentages of performance 
improvement: accuracy = 8%, precision = 18.42%, recall = 17.65% and AUC= 0.057%. The results of this study 
obtained AUC of 0.876, accuracy of 87.88%, precision of 61.90%, and recall of 76.47%, and classified into good 
classification.  

Keywords: credit collectibility, customer prediction, Data Mining, Naive Bayes, Information Gain 
 

I. INTRODUCTION 
In the present era, business strategy has developed 

very significantly. Customers occupy a very important 
position in this regard. Customers are also a major 
factor in the running of PT. XYZ. A good 
understanding of customers is very important for 
predicting the capability of customers to pay in the 
future. The implementation of credit collectibility is 
used to determine the quality of customer credit[1], one 
of which is the customer's capability to pay interest and 
principal on time that has been mutually agreed 
upon[2]. The problem currently being faced is that 
manually it is very difficult to predict the capability of 
customer credit payments accurately based on the 
dataset they have[3], and many companies have 
difficulty identifying customers who are able to pay on 
time[4]. 

The data mining technique using the customer 
classification approach is an approach that is widely 
used to find patterns, analyze and predict[5]. With a 
customer classification approach based on existing 
datasets, we can predict a customer's payment 
capability[6]. Meanwhile, manually, it is very difficult 
to accurately predict the capability of customer credit 
payments based on the dataset they have. 

Currently, there are many data mining techniques 
with classification approach algorithms that have been 
used to find patterns, analyze and predict customer 
behavior, such as the Decision Tree Algorithm[7], 
Neural Network[8], Support Vector Machine[9], Naive 
Bayes[10], and K-Nearest Neighbor [11]. The Naïve 
Bayes algorithm is the algorithm with the most widely 
used classification approach and was chosen to classify 
customers because it has good performance, is 
efficient, and is simple in terms of finding patterns, 
analyzing and predicting[12]. The Naïve Bayes 
algorithm has one drawback, namely that it is sensitive 
to many attributes, so the accuracy is low. Selection or 
choosing the attribute that has the most influence on the 
label is very important for the Nave Bayes algorithm to 
be able to increase the accuracy of the algorithm[13].  

One of the methods for determining the best 
attribute or selecting the attribute that has the most 
influence on the label is the Information Gain method. 
The Information Gain method is superior to other 
methods because the Information Gain method will 
measure how much absence and presence of an 
attribute that plays a role in making good classification 
decisions in any class or label. The Information Gain 
method is one of the successful attribute selection 
approaches in classification[14]. 
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In this study, the authors apply the Information Gain 
method to select the most influential attribute on the 
label to be applied to the new dataset in an effort to 
improve the accuracy of the Naïve Bayes Algorithm in 
predicting the payment capability of customers at PT. 
XYZ. 
 
1.1 Collectibility of Credit 

Credit collectibility is a credit quality status that is 
taken from a person's score or track record in the 
banking world[15]. This quality is based on 3 main 
standards, one of which is the customer's capability to 
pay principal and interest on time that has been 
mutually agreed upon[16]. Low collectibility or bad 
loans can affect the economic condition of a business 
and worsen the trickle down effect on the overall 
economy, where this has an impact on the company's 
growth and income in the future[17]. There are several 
important elements in the provision of a credit facility, 
namely Trust, Agreement, Term, Risk and 
Rewards[18]. To find out how to provide credit to 
customers based on good credit quality, it is necessary 
to accurately predict the capability of customer credit 
payments as a reference for management in making 
decisions to improve credit quality and 
collectability[19]. 

1.2 Data Mining 

Data mining is a process of using existing or past 
data, then processing it so that it finds patterns, 
meaningful relationships, and trends by examining a set 
of stored data using statistical and mathematical 
techniques[20]. Data mining became popular in the 
1990s as a solution for extracting previously unknown 
patterns and information based on a set of data[21]. 
Data mining can complete several jobs and is divided 
into four groups, namely prediction modeling, cluster 
analysis, association analysis, and anomaly 
detection[22]. However, data mining techniques can 
also be applied to other data representations, such as 
spatial, text-based, and multimedia (image) data 
domain[23]. Data Mining can also be defined as the 
process of extracting information from large data sets 
through the use of algorithms with techniques taken 
from the field of statistics and Database Management 
Systems[24]. 

II. RESEARCH METHODOLOGY 
The object of this research is the Population History 

database of customer payments in the New Motorcycle 
(NMC) program at PT. XYZ year 2019-2020. The use 
of population data is expected to be able to find out 
what kind of customer criteria can complete credit on 
time. Software instrument used are: 

1) Delphi 7 : Programming language 

2) MySQL : Database system software 

3) Rapid Miner 9.9 : Tools that help in testing 

4) SQLYog : Database administrator application 

  
2.1 Research Process Flow 

The research process flow adopts the CRISP-DM 
(Cross Standard Industries Process for Data Mining) 
model, where the CRIPS-DM model is modified 
according to the research stages[25]: 

Business Understanding

Start

Data Understanding

Evaluation(Perabandingan Hasil):
 Confusion Matrix (Accuracy)
 ROC Curve (AUC) 

End

Dataset: 
db_PT.XYZ

Information Gain

Data Preparation:

Data Reduction

Data Transformation

Data Cleaning

Old Dataset 
(Clean)

New Dataset 
(information gain)

Modeling:

Split Data

Data Training Data Testing

Naïve Bayes Apply Model

Deployment Prototype

Dataset Comparison(t-Test)

10 Fold Cross-
Validation:
Naïve Bayes 

 

Figure 1. Research Process Flow 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No.02, Desember 2021   p-ISSN:2776-3234 

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  157 
 

The flow of the research process described can be 
explained as follows: 

a. Business Understanding: at this stage, the 
researcher understands the problem in the research 
object and then looks for solutions and goals to 
solve it. 

b. Understanding data: at this stage, the researcher 
determines and collects what data is needed and 
then defines it according to the solution and 
research objectives. 

c. Data Preparation: at this stage, the researcher cleans 
the data so that he gets a clean dataset that will be 
used as a classification model. 

d. Information gain: researchers will choose the best 
or most influential attribute on the label and then 
make it a new dataset. 

e. Dataset Comparison: at this stage, the researcher 
compares the old dataset and the new dataset on the 
Naïve Bayes algorithm by means of a different test 
using t-Test. 

f. Modeling: at this stage, the researcher will model 
the data based on the dataset and a new dataset with 
a 90% data split (Training) : 10% (Testing) 

g. Evaluation: at this stage, the researcher will 
compare the results of measuring accuracy, 
precision, recall, and AUC on the old dataset and 
the new dataset. 

h. Development: this stage, the researcher builds a 
prototype that will be used to predict the customer's 
payment capability. 

 

2.2 Research Formulas 

a. Naïve Bayes Algorithm 

The Naive Bayes algorithm is an algorithm with a 
classification approach for predicting a simple 
probabilistic based that was put forward by the English 
scientist Thomas Bayes which is based on the 
application of Bayes' theorem or rules with the 
assumption of strong independence on features, 
meaning that a feature in a data is not related to the 
existence or the absence of other features in the same 
data[26]. 

The advantage of using the Nave Bayes algorithm 
classification approach is that the Nave Bayes 
algorithm only requires a small amount of training data 
needed for the classification process[27]. The Naïve 
Bayes algorithm classification approach has been 
proven to be applicable in real and complex 
situations[27]. 

The Naïve Bayes algorithm classification approach 
can be defined as follows[28]: 

𝑷(𝒄|𝒙) =
𝑷(𝒙|𝒄)𝑷(𝒄)

𝑷(𝒙)
 (1) 

where 

P(c|x)  : posterior probability of the label (target) to the 
predictor (attribute) 

P(x|c)  : likelihood, which is the probability of the 
predictor on the label 

P(c)  : prior probability of the label 

P(x) : prior probability of the predictor. 

 

b. The Information Gain Method 

The Information Gain method is a method of 
selecting or selecting attributes in the simplest dataset 
by only ranking the attributes. The Information Gain 
method is widely used in the application of data 
analysis categorization, text, microarray, and image 
data analysis[29]. In the selection of dataset attributes, 
the pattern classification approach plays a very 
important role[30]. The Information Gain method can 
help reduce noise caused by irrelevant attributes[31]. 
The initial step that must be done is to determine the 
best attribute value by calculating the entropy value. 
Entropy is the process of using the probability of certain 
events or attributes to measure class uncertainty[32]. 
After calculating the entropy value, then we can only 
calculate the Information Gain method[33]. 

Calculating entropy is defined as follows[33]: 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) = −

𝒄

𝒊

𝑷𝒊 𝐥𝐨𝐠𝟐 𝑷𝒊 (2) 

where c is the number of values on the classification 
label and Pi is the number of samples for class i. 

The information gain method is defined as follows 
[23]: 

𝑮𝒂𝒊𝒏 (𝑺, 𝑨) = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) −
|𝑺𝒗|

𝑺
𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒗)

𝑽𝒂𝒍𝒖𝒆𝒔 (𝑨)
 (3) 

where A is an attribute, v is a possible value for 
attribute A, Values(A) is the set of possible values for 
A, |Sv| is the number of samples for the value of v, |S| 
is the sum of all data samples and Entropy (Sv) is the 
entropy for samples that have a value of v. 

 

2.3 Prototype Development Design 

The following is the flow of the Flowchart which is 
implemented into the prototype payment capability 
prediction: 
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Start

Masuk Halaman 
Login

Input Username 
dan Password

Cek LoginHalaman Home

Memilih Menu  
Import Data

End

Logout

Upload File 
yang akan di 

prediksi

Klik import

Tampilkan Hasil  Prediks i

Memilih Menu  
Preview Result

Tampilkan Persentase 
Prediksi

 

Figure 2. Flowchart Prototype 

The user opens the application where the 
application will directly direct the user to the login page 
menu, the user enters the username and password to 
enter the home page, to predict the new data, the user 
selects the import data menu and uploads the data to be 
predicted. The user clicks import to see the prediction 
result display. After that, the user can choose the 
preview result menu to see the percentage of the 
predicted results from the data, to exit the user logs out. 

III. RESULTS AND DISCUSSION 
This research begins with the business 

understanding stage, where researchers find the 
problem manually is very difficult to accurately predict 
the capability of customer credit payments based on the 
dataset they have, as well as the Naïve Bayes algorithm 
which is sensitive to many attributes. The next stage is 
data understanding. At this stage, the researcher 
combines data from 4 tables, namely active 
management summary contracts, order management 
application hiders, order management applications, and 
acctmgmt.ar contracts. From this process, researchers 
get 995 data from 2019-2020. The data taken is contract 
data from 3 branch offices, namely Serang Branch, 
Bandung Branch, and Tasik Branch, with a total of 27 
attributes and 1 label. Furthermore, data preparation, at 
this stage, the researcher performs data reduction, 
namely the selection of attributes that are relevant to the 
target to be achieved. The selected attributes are 
expected to be determinants of the information to be 
processed. After data reduction is done, 13 attributes 
are generated, 1 ID and 1 label. The data transformation 
stage here is used to obtain a suitable representation for 
the specific task to be performed. For example: the age 

value of 17-25 becomes the new value for late 
teenagers, as can be seen in Table 1.  

Table 1. Data Transformation 

 

Then the data cleaning stage is done by filling in the 
blank data based on the average value, and replacing 
the data values that do not match. The results of all the 
stages above produce a dataset (Clean) or old dataset, 
which can be seen in table 2. 

 
Table 2. Dataset Clean or Old Dataset 

 

3.1 The experimental process 

Researchers conducted an experimental process 
using Rapidminer 9.9 tools to perform Data Cleaning, 
Information Gain, Dataset Comparison, Modeling, and 
Evaluation. The selection of Rapidminer tools is 
considered capable of being used for research, 
prototyping, and supporting all steps of the data mining 
process such as data preparation, result visualization, 
validation, and optimization[34]. The experimental 
process can be seen in Figure 3. 
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Figure 3. The experiment process 

 

3.2 The Information Gain 

The Information Gain method process uses an old 
dataset of 995 data with specifications of 13 attributes, 
1 ID and 1 label to get the best or most influential 
attribute on the label. The results of the Information 
Gain Method can be seen in figure 4. 

 

Figure 4. Results of the Information Gain method 

The researcher will use the attribute that has the 
most influence on the label. This attribute will later 
become an attribute in the new dataset based on the 
calculation results of the Information Gain method. 
New attribute by weight method Information Gain can 
be seen in table 3. 

Table 3. New Attributes 

 

Based on the calculation results of the Information 
Gain method in table 3, the new dataset will have the 
following seven attributes: TENOR, SALARY, 
DOWN PAYMENT, INSTALLMENT, APPROVAL, 
OTR CLASS, AGE with Label: Status and Id: 
Id_number. 

3.3 Dataset Comparison 

In this process, the researcher compares the old 
dataset and the new dataset on the Naïve Bayes 
algorithm using 10 fold cross-validation by dividing the 
dataset into 10 parts, of the 10 parts of the data, 9 parts 
are used as training data, and the remaining 1 part is 
used as testing data. Then a different test was 
performed using t-Test to determine the significant 
difference in the dataset used in the Naïve Bayes 
algorithm. The results can be seen in the table below. 

 

Table 4. Comparison of 10 fold cross-validation 

  

Table 5. Different Test (t-Test) 

 

Based on the results of the 10-fold cross-validation 
test, there is an increase in accuracy, precision, and 
AUC in the Naïve Bayes algorithm using the new 
dataset compared to the old dataset, but in the t-Test test 
with an alpha value of 0.05 there is a difference but not 
significant. 

3.4 Modeling 

The researcher will model the old dataset and new 
dataset using the Naïve Bayes algorithm based on the 
split data operator in rundom subsets with a ratio of 
90% (Training): 10% (Testing) as shown in figure 3. 

3.5 Evaluation. 

This process will compare the model testing of the 
old dataset and the new dataset that have been 
determined in the modeling process by measuring their 
performance. The results of the performance 
comparison can be seen in table 6. 

No Attribut Weight Status
1 TENOR 0.12898411785188602 new atribut
2 GAJI 0.07251636940706196 new atribut
3 TOTAL DP 0.04205947913917707 new atribut
4 ANGSURAN 0.020693432559648506 new atribut
5 APPROVAL 0.010477564333977618 new atribut
6 KELAS OTR 0.009832172681986773 new atribut
7 UMUR 0.00970525033831704 new atribut
8 KODE PRODUK 0.008562723828346774 delete
9 PEKERJAAN 0.00809223987708052 delete
10 STTS TINGGAL 0.006496154668806264 delete
11 STTS NIKAH 0.0026098786500883264 delete
12 CABANG 0.0020787262163179943 delete
13 JK 0 delete

Dataset+NB New_DatasetIG+NB

Accuracy 78.89% +/- 3.70% 81.20% +/- 3.64%

Precision 41.40% +/- 9.38% 45.85% +/- 9.58% 

Recall 45.92% +/- 10.39% 44.77% +/- 10.35%

AUC 0.804 +/- 0.066 0.822 +/- 0.055
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The following are the results of model testing based 
on performance measurements and AUC on the old 
dataset. The results can be seen in figures 5 and 6. 

 

Figure 5. Performance Vector Old Dataset 

 

 

Figure 6. ROC Curve (AUC) Old Dataset 

While the results of model testing based on 
performance measurements and AUC on the new 
dataset can be seen in figures 7 and 8. 

 

Figure 7. Performance Vector New Dataset 

 

Figure 8. ROC Curve (AUC) New Dataset 

Based on the results of the performance and AUC 
above, the result of the comparison performance is as 
follows: 

Table 6. Result Comparison Performance 

 

Based on the measurement of the performance 
model with the operator split data in a rundom subset 
with a comparison of 90% (Training): 10% (Testing) 
which can be seen in table 6. The results show that by 
using a new dataset based on the calculation of the 
Information Gain method on the Naïve algorithm 
Bayes is much better than the old dataset, both in terms 
of Accuracy, Precision, Recall, and AUC. The 
percentage increase in performance using the new 
dataset is as follows: Accuracy = 8%, Precision = 
18.42%, Recall = 17.65% and AUC = 0.057%. 

3.6 Development 

This process is based on the results of the dataset 
comparison and evaluation of the above model testing. 
It is known that the Naïve Bayes algorithm has a good 
level of accuracy and performance by using a new 

true CLEAR true BAD DEBT class precision
pred. CLEAR 69 7 90.79%

pred. BAD DEBT 13 10 43.48%
class recall 84.15% 58.82%

accuracy
precision

recall
AUC

true CLEAR true BAD DEBT class precision
pred. CLEAR 74 4 94.87%

pred. BAD DEBT 8 13 61.90%
class recall 90.24% 76.47%

accuracy
precision

recall
AUC

87.88%
61.90% (positive class: BAD DEBT)
76.47% (positive class: BAD DEBT)
0.876 (positive class: BAD DEBT)

Dataset + Algoritma Naïve Bayes

New Dataset (Information Gain) + Algoritma Naïve Bayes

 43.48% (positive class: BAD DEBT)
58.82% (positive class: BAD DEBT)
 0.819 (positive class: BAD DEBT)

79.80%
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dataset based on the calculation of the Information Gain 
method, so that the rules generated by the Nave Bayes 
algorithm can be used as rules for making prototypes. 
The researcher hopes that this prototype can make it 
easier for PT. XYZ in predicting the capability of 
customers to pay. for the flowchart prototype can be 
seen in figure 3. 

The prototype used in this study was made desktop-
based with programming language using Delphi 7.0 
and database using MySQL. The display for the main 
form of the Graphical User Interface (GUI) prototype 
predicting the capability of customer credit payments 
can be seen in the image below. 

 

Figure 9. Login Form 

When the application is running, the first form will 
be displayed, which is the login form. For security of 
access, the user must have a username and password. 

 

Figure 10. Form for Managing Users 

The Manage User form is used to view information 
about registered users, and admins can add, edit, delete 
users. User accounts can predict new data based on 
models that have been deployed in the application. 

 

Figure 11. Form File Upload 

The import menu is used by the user to make 
predictions on new data by uploading the data to be 
predicted, after uploading the user clicks Import to see 
the display of the prediction results and the user can 
select the preview result menu to see the percentage 
number of results from the predicted data. 

 

Figure 12. Prediction Result Percentage Form 

Testing is carried out with the aim of knowing 
whether the application is built according to the 
expected functionality. 

Table 7. The Black Box Test 

 

In testing, the upload file is divided into two parts, 
namely, selecting the file and uploading the file. 

Table 8. File Upload Test 

 

In testing the results, the user just clicks on the results. 

Table 9. Testing Results 

 

Based on the Black Box testing that has been done, 
it explains that the application that was built has been 
running well and as expected and The results of this 
study obtained AUC of 0.876, accuracy of 87.88%, 
precision of 61.90%, and recall of 76.47%, and 
classified into good classification. 

Kelas Uji Butir Uji Jenis Pengujian

Pilih File Black Box

Upload File Black Box

Dashboard Lihat Grafik Black Box

File Upload

File yang di Upload File dalam bentuk etc.xls
Dapat melakukan pilih file 

upoload
Diterima

Klick Upload
File berhasil di import oleh 

sistem
Dapat melakukan upload 

data
Diterima

Data Masukan Yang Diharapkan Pengamatan Kesimpulan

Extension berbeda, tidak 
sesuai dengan yang di 

inginkan sistem
Data Tidak Tersimpan

Data tidak tersimpan dan 
menampilkan kesalahan

Diterima

Kasus dan Hasil Uji (Data Sesuai)

Kasus dan Hasil Uji (Data salah)

Data Masukan Yang Diharapkan Pengamatan Kesimpulan

File yang telah di upload
Berhasil menampilkan 

Grafik persentase
Dapat menampilkan grafik 

presentase
Diterima

Klik Tombol Detail
Dapat menampilkan detail 

customer baik yang 
disetujui ataupun ditolak

Dapat menampilkan 
sesuai yang diharapkan

Diterima

Kasus dan Hasil Uji (Data sesuai)
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IV. CONCLUSION 
Based on the Research Process Flow that has been 

carried out by the researchers, it can be concluded: 

1. The data preparation process produces 13 
attributes, 1 ID and 1 label with a total of 995 data 
from 2019-2020. 

2. The process of calculating the Information Gain 
method on the old dataset produces a new dataset 
with seven attributes: TENOR, SALARY, DOWN 
PAYMENT, INSTALLMENT, APPROVAL, 
OTR CLASS, AGE and Label: Status and Id: 
Id_number. 

3. In the dataset comparison process, there is an 
increase in accuracy, precision, and AUC using the 
new dataset compared to the old dataset, but in the 
t-Test test with an alpha value of 0.05, there is a 
difference but not significant. 

4. In the evaluation process, performance 
experienced a significant increase in the use of new 
datasets with the following percentage increases in 
performance: Accuracy = 8%, Precision = 18.42%, 
Recall = 17.65% and AUC = 0.057%. 

5. The development process Based on Black Box 
testing, the application that was built was running 
well and as expected and The results of this study 
obtained AUC of 0.876, accuracy of 87.88%, 
precision of 61.90%, and recall of 76.47%, and 
classified into good classification. 

This study has not been able to provide good t-Test 
test results because there is no significant difference in 
the t-Test test results. Based on the findings of this 
study, it is suggested that further researchers can use chi 
square, log likelihood ratio or others to select the most 
influential attribute in order to get good t-test results on 
the Naïve Bayes algorithm. 
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Abstract The development of information technology, which is followed by a higher level of competition in the foam product industry, 
encouraging companies to manage their company's resources properly and to plan effective, systematic and mature activities within 
the company. As a company with a variety of products, the most dominant problem is in the productivity process. Production is the 
most important part of a manufacturing company, where in carrying out its production activities this company produces based on 
orders from customers (Job Orders). And the problems that often occur are planning revisions in the midst of production and changing 
production schedules between groups (lines), delays in production planning in terms of prioritizing planning, and still being done 
manually in making daily reports. By implementing monitoring, which is the supervision and control of an activity where measurements 
and evaluations are completed repeatedly from time to time, monitoring is carried out for the purposes of the company and to maintain 
ongoing management. Monitoring will provide information about the status and trend of production activities towards the company's 
goals. The solution to this production problem is to build a web-based foam product production monitoring system application using 
the Waterfall method which is integrated with UML the method used is use case diagrams, activity diagrams, sequence diagrams, class 
diagrams and component diagrams and software development with PHP and MySQL technology. With Black box testing, it is proven 
that the design of this foam production monitoring system application can assist the company's foam product production activities in 
fulfilling customer orders and accurate reports so that it becomes effective and efficient. in improving the productivity and performance 
of the company. 
 
Keywords – Production, Monitoring, Foam, UML, Waterfall 
 

I. INTRODUCTION  
Good planning and systematic and mature of an activity 

in the company is a basic characteristic of modern industry. 
Because basically effective planning of materials, 
machines, and money will lead to margin gains where this 
is important in a company. 

The problem that is often faced by a company is poor 
control or supervision in producing goods or services from 
the company. This causes the production of goods that are 
not in accordance with what was previously planned. So, 
the production event which the quantity or quality of 
production is not in accordance with the planned and 
applicable standards is very detrimental to the company. 

PT Serim Indonesia is a company that makes flexible 
polyurethane foam materials. Suitable multi-functional 
foam for any variety of applications which is a fitting 
material for automobiles, electronics, household goods, 
shoes, furniture and construction fields. There is sound-
absorbing foam, anti-bacterial, reticulated foam, sealable 
foam, nonyellowing foam and so on. 

The problem faced by PT Serim Indonesia is that in its 
production department, planning revisions often occur in 
the midst of production and exchange of production 
schedules between groups (lines), delays in planning 
required by production in terms of prioritizing planning, 
and still being done manually in making daily reports. As a 
company with a variety of products, of course, many 
problems occur, one of which is in the production section. 
Production is the most important part of a manufacturing 

company, where in carrying out its production activities 
this company produces based on orders from customers 
(Job Orders). 

Based on the problems discussed above, the solution is 
to build a web-based monitoring information system 
application that can be accessed online.[1] 

Several studies on monitoring applications that have 
been carried out previously, namely, research on making 
aircraft health monitoring applications, architectural 
frameworks using the ISO-13374 standard, Condition 
Based Maintenance (CBM) using UML diagrams and 
ARINC 664 standards for transmission of health 
monitoring data [2]. And research on the use of the 
Waterfall method to develop a redesigned value-added 
internal monitoring framework in IT-supported 
organizational business processes [3]. This research uses 
SMILE (Self-Monitoring Interactive Learning Evaluation) 
application design and uses psychological health 
measurements based on DASS-21, the Waterfall method 
chosen to develop this application software [4]. Research 
on the role of blood hypertension monitoring systems, 

From the explanations of the four previous studies, in 
the following the author will explain what distinguishes it 
from the application of previous research. The application 
system that will be built is a production monitoring 
application system using the Waterfall method which is 
integrated with software development implementing the 
UML method with a web-based system with PHP and 
MySQL technology to control foam products at PT. Serim 
Indonesian. The diagrams that will be used in the UML 
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method are use case diagrams, activity diagrams, sequence 
diagrams, class diagrams and component diagrams where 
the UML diagram used is the de facto standard of modeling 
and analysis language in the software industry [6] and UML 
is an architectural description language that most widely 
used and ISO standard [7]. Waterfall was chosen to be used 
in software development because it is in accordance with 
the characteristics of software with high quality [8]. This 
application system will be able to help monitor foam 
production activities in the company in fulfilling orders 
from customers quickly and can report them accurately so 
that it becomes more effective and efficient in producing 
foam at PT. Serim Indonesian. And this can improve the 
company's performance and performance. 

Based on this, it can be concluded that the problems and 
objectives and solutions to overcome them, the authors will 
build a web-based application system for Php and MySQL 
technology using the Waterfall method which is integrated 
with UML. This research is entitled "Designing a 
Monitoring Application System for Foam Product 
Production Using UML and Waterfall Methods" 

 
II. RESEARCH METHODOLOGI   
2.1. UML Software Development Method 
In designing the software, the author uses UML 

(Unified Modeling Language) modeling. Designing a 
software system, managing complexity is one of the main 
reasons why you have to make a model [9], modeling helps 
developers to be able to focus, be able to document, capture 
the whole system and communicate important aspects of 
the system being designed [10] 

To design the software, the author uses 5 diagrams in 
UML, namely Use case diagrams, Activity diagrams, 
Sequence diagrams, Class diagrams and Component 
Diagrams. By modeling an object-oriented application as 
follows:[11] 
1. Use Case Diagrams  

Describe the interaction between internal systems, 
external systems, and users. In other words, graphically 
describes the users who use the system, and with what 
technique the user relates to the system. 

2. Activity Diagrams  
Describe the sequential flow of the activities of a 
business process or Use Case. Can also be used to 
model the logic used by the system. 

3. Sequence Diagrams  
 Describes how objects interact through sending 

messages (messages) in the execution of a use case or 
certain operation 

4. Class Diagram  
 Describe the structure of system objects. Shows the 

classes that are components of the system, as well as the 
relationships between classes. 

5.  Component Diagram 
 static. This component diagram shows the organization 

and dependence of the system/software on pre-existing 
components 

 
2.2. PHP (Hypertext Preprocessor) 

PHP is a scripting language like HTML. In web 
development, HTML allows dynamic applications to be 
made that allow data processing and data processing. All 

the given syntax will be fully executed on the server while 
only the results are sent to the browser. Then it is a scripted 
language that is placed on the server and processed on the 
server [12]. 

PHP is known as a scripting language, which integrates 
with HTML tags, is executed on the server, and is used to 
create dynamic web pages such as Active Server Pages 
(ASP) or Java Server Pages (JSP). PHP is an open source 
software. 

PHP programs can be activated using an Open Source-
based PHP package, namely XAMPP. XAMPP is a PHP 
package developed by the Open Source community. 
Xammp provides Apache, MySQL, PHP and 
phpMyAdmin programs. The advantages of the PHP 
programming language from other programming languages 
are as follows: 
1. Language PHP programming is a scripting language 

that does not compile in its use. 
2. Web Servers PHP support can be found everywhere 

from Apache, IIS, Lighttpd, to Xitami with relatively 
easy configuration. 

3. In terms of development, it is easier, because there are 
many developers who are ready to help in development. 

4. In terms of understanding, PHP is the easiest scripting 
language because it has a lot of references. 

5. PHP is an open-source language that can be used on 
various machines (Linux, Unix, Macintosh, Windows) 
and can be run at runtime through the console and can 
also run system commands. 

 
2.3. MySQL 

MySQL is a very popular type of database server. 
MySQL is a type of RDBMS (Relational Database 
Management System). MySQL supports the PH 
programming language, a structured query language, 
because SQL has several rules that have been standardized 
by an association called ANSI. MySQL is an RDBMS 
(Relational Database Management System) server. 
RDBMS is a program that allows database users to create, 
manage and use data in a relational model. Thus, the tables 
in the database have a relationship between one table and 
another. Some of the advantages of MySQL are:[13] 
1. Fast, reliable and easy to use. MySQL is three to four 

times faster than commercial database servers currently 
available, easy to set up and does not require an expert 
to administer the MySQL installation. 

2. Supported by multiple languages MySQL database 
server can give error messages in various languages 
such as Dutch, Portuguese, Spanish, English, French, 
German, and Italian. 

3. Capable of creating very large tables. The maximum 
size of each table that can be created with MySQL is 4 
GB up to a file size that can be handled by the operating 
system used. 

4. Cheaper MySQL is open source and distributed free of 
charge at no cost to UNIX platforms, OS/2 and 
Windows Platforms 
 
III. RESULT AND DISCUSSION  
3.1. Research Process 
In this study the authors used descriptive and action 

research methods (action research). Descriptive research is 
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research that is intended to collect information about the 
status of an existing symptom, namely the state of 
symptoms according to what they were at the time the 
research was conducted. While the method of action (action 
research) is research that is used to develop new skills, new 
approaches, or new knowledge products and to solve 
problems with direct application in the actual world / field 
[14]. 

The research method used by the author is the Waterfall 
model method because this method takes a systematic and 
sequential approach. It is called a waterfall because the 
stages that are passed must wait for the completion of the 
previous stage and run sequentially. Pictures of the 
Waterfall model research method can be seen in Figure 1 
below:[14] 

 
Figure 1. Waterfall Pressman (Pressman, 2015:42) [14] 

 
1.Communication. 
The first stage is that the author looks for software needs 

to be made, by collecting data and information at the 
research site, namely at PT. Indonesian Series. This process 
is carried out in several stages as follows: 
a. Observations were made at the research site, by 

observing and seeing how the production process of 
foam products at the company was. 

b. Interviews were conducted with several employees and 
division heads at the factory where production activities 
are carried out. This is done to find out, understand the 
needs and production processes desired by the 
production department at the company. 

c. The author looks for various theories from various 
sources to support the needs of the software to be 
designed. And also collect the necessary data from 
journals, articles and the internet. 

d. And analyze the problems faced with the data collected 
and help define the features and functions of the 
software according to the needs in monitoring and 
controlling the production of foam products and 
according to the conditions and wishes of the company's 
leadership. 
 
2.Planning (Estimating, Scheduling, Tracking) 
The next stage is the planning stage which explains the 

estimation of technical matters that will be made in the 
application of monitoring the production of foam products 
and their uses, conveniences and benefits that can be 
received by the company and the production department, 
especially when the monitoring application for the 
production of foam products is implemented. Then the 
resources needed to create and design the application 
system for monitoring the production of this foam product, 
the final results of the application to be produced, 
scheduling in making applications to be implemented, and 
tracking the process of working on the application system. 

3. Modeling (Analysis & Design). 

This stage is the stage of designing and modeling 
system architecture that focuses on designing data 
structures, software architectures, interface displays, and 
program algorithms. The goal is to better understand the big 
picture of what will be done in designing the application for 
this foam product production monitoring system. 

 
4.Construction  
This construction stage is the process of translating the 

design form into a machine-readable code or 
form/language. After the coding is complete, testing is 
carried out on the system and also the code that has been 
created. The goal is to find errors that may occur to be 
corrected later. 

 
5.Deployment. 
 The deployment stage is the stage of software 

implementation to the customer, periodic software 
maintenance, software repair, software evaluation, and 
software development based on the feedback provided so 
that the system can continue to run and develop according 
to its function. 

 
3.2. Process Design (Design) 
 In making or designing application monitoring 

software for the production of foam products, the author 
uses the UML model method [9][10] which consists of 5 
diagrams in UML, namely Use case diagrams, Activity 
diagrams, Sequence diagrams, Class diagrams and 
Component Diagrams [11]. ]. 

1. Use Case Diagrams. 
This research is modeling that will be used to describe 

the functional requirements of the software that is built by 
using use case diagrams. The use case diagram consists of 
4 (four) actors, namely general admin, warehouse, head of 
production and marketing. It can be seen in Figure 2 as 
follows: 
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Figure 2. Use Case Diagram  
  

2. Activity Diagrams 
Activity diagrams are used to describe a series of flow 

of activities, used to describe activities that are formed in 
one operation so that it can also be used for other activities. 
Figure 3 below illustrates the Activity diagram process for 
the admin process to process customer data, such as adding 
new data, changing, and deleting customer data. 

Figure 3. Activity Diagram of the Customer Process  

The activity diagram in Figure 4 illustrates the purchase 
order process, where the admin enters Purchase order data 
into the system. Starting from the login process by entering 
the username and password, if incorrect, the user will get 
an error message from the system, but if it is correct then 
the user can enter the main page, then the user selects the 
purchase order data menu and selects the submenu. 

Figure 4. Activity Diagram of the Purchase Order Process 

In this Activity diagram, it describes the admin process 
for processing Production Results data, such as adding new 

data, changing, and deleting production data. An overview 
of the Activity diagram of the production data processes as 

shown in Figure 5 below; 
Figure 5. Activity Diagram of Production Results 

 
3. Sequence Diagram 

 Sequence diagrams used to describe a scenario or a 
series of steps taken in response to an event to produce a 
certain output, this diagram shows a number of examples 
of objects and messages placed between objects in a use 
case diagram. 

Sequence Diagram of Goods Data, which describes the 
flow of goods data processing which is input data starting 
from logging into the main menu to entering the goods data 
form to carry out the goods data input process to the process 
of adding, updating or deleting the goods data. The 
following is Figure 6, which shows a sequence diagram of 
the goods data; 

Figure 6. Sequence Diagram of Goods Data 
 

 Sequence Diagram of Stock Goods Data, which 
describes the flow of stock data processing which is input 
data starting from logging into the main menu to entering 
the stock item data form to process stock data input to the 
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process for adding, updating or deleting the stock data. The 
following is Figure 7, which shows a sequence diagram for 

the stock of goods; 
Figure 7. Sequence Diagram of Stock Items 

 
The customer data sequence diagram describes the 

customer data processing flow which is input data starting 
from logging into the main menu to entering the customer 
data form to process customer data input to the process of 
adding, updating or deleting customer data. The following 
is Figure 8, which shows the customer sequence diagram; 

Figure 8. Customer Sequence Diagram  
 
Sequence diagram of the production data describes the 

process flow of production data processing which is input 
data starting from logging into the main menu to entering 
the production data form to carry out the production data 
input process to the process of adding or deleting the 
production data. The following is Figure 9, which shows a 
sequence diagram of the production results; 

Figure 9. Sequence Diagram of Production Results  
4. Class Diagrams 
Class Diagram describes the structure of the system in 

terms of defining the classes that will be created to build a 
system. Class Diagram is a type of static structure diagram 
in the Unified Modeling Language (UML) that describes 
the structure of the system by showing the system classes, 
their attributes, methods, and the relationships between 
objects. Figure 10 below, illustrates the static structure of 
classes in the system foam product production monitoring 
application 

Figure 10. Class Diagram System 
 

5. Component Diagrams 
Component diagrams are made to illustrate the structure 

and dependencies between a collection of components in a 
system. Figure 11 below is a component diagram of a 
monitoring application system for foam product 
production; 

Figure 11. Component Diagram 
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3.3. Application Design Results 
After going through the analysis process and explaining 

the steps in designing a Web-Based Foam Production 
Monitoring Information System at PT. Serim Indonesia, the 
following display of the information system that has been 
designed: 

a. Login Page 
The login page is the page used by all system users to 

enter the main page. In this initial step, the application 
displays the main page form where the main page form 
contains information about the initial display / front page 

Figure 12. Login Page Display 

b. Product Page 
Product page is the main page after the profile page 

form, there is a product menu where the menu displays all 
the contents of the products in PT. Indonesian Series. 

Figure 13. Product Page Display  

c. Main Menu Page 
The Main Menu will appear after logging in as a user. 

The display of this form shows what forms can be accessed 
by the user. 

 

 

Figure 14. Main Menu Page Display 

d. Customer Data Menu Display 
This Customer Menu contains all transaction activities 

consisting of several parts such as: No, Customer Name, 
Address, City, Email, and Contact  

Figure 15. Display of Customer Data Menu 
 
e. Production Cutting Schedule Menu Display 
The Production Cutting Schedule Menu contains all 

transaction activities consisting of several parts such as: 
No, Customer Name, Item Name, Item Size, Quantity, Part, 
and Description  

Figure 16. Production Cutting Schedule Menu Display 

f. Purchase Order Menu Display 
This Purchase Order Menu contains all transaction 
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activities consisting of several parts such as: No, No Note, 
Transaction date, customer name, Amount paid, receivable 
and due date  

Figure 17. Display of Purchase Order Menu  

g. Warehouse Stock Menu Display 
The Warehouse Stock Menu contains all transaction 

activities consisting of several parts such as: No, Item 
Name, category, Quantity and unit. 

Figure 13. Warehouse Stock Menu Display  
 

h. PO Receivable Menu Display 
In the Menu Display this Po Receivable Data contains 

transaction activities to make payments for the remaining 
POs that have been previously paid which consist of several 
parts such as: No, Transaction No, Date, Customer Name, 
Initial Receivable, Remaining Receivables and Information 

Figure 14. Report Menu Page Display 
 

I. Report Print View 
In the print view, this report contains the process of 

report data to be printed. 

Figure 15. Print Report Page Display 

 
3.4. Black Box Test 
At the Black box testing stage of the online Foam 

Product Production Monitoring System application, testing 
is carried out by running all the functions and features 
available from this application and then seeing whether the 
results of these functions are as expected, [15] 

Testing is carried out, using the assumption of not 
knowing the internal structure of the program (black box). 
Concentrate on finding conditions where the program does 
not run according to specifications (functional) using 
specifications for test data [16]. 

This test is carried out after the system is made by 
testing all the existing buttons. This test ensures whether 
the process carried out produces output that is appropriate 
or not in accordance with the design.[17] 

 
Table 1. BLACK BOX TEST 

No Things 
to Test 

Results obtained Results 

1 Page 
Main  

a. Go back to the main page. 
b. Go to the profile page. 
c. Go to the product page. 
d. Go to the login page. 

In 
accorda

nce 

2 Menu 
Main  

a. Go to the main menu page. 
b. Go to customer data page 
c. Go to the production cutting 

schedule page. 
d. Go to the production page. 
e. Go to the purchase order page. 
f. Go to the item data page. 
g. Go to stock data page 
h. Go to accounts receivable page. 
i. Go to Report Page. 
j. Go to the user data page. 
k. Log out of the system. 

In 
accorda

nce 
 

3 Productio
n Cutting 
Schedule 
Form  

a. Displays additional production 
cutting schedule data. 

b. Displays in detail the available 
cutting schedule. 

c. Displays changes to the 
production cutting schedule 
data process. 

d. Displaying deletions in 
production cutting schedule 
data 

In 
accorda

nce 
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4 Productio
n Result 
Form  

a. Displays the addition of 
production data. 

b. Displays print for production 
results. 

c. Displays changes in the 
production data process. 

d. Displays deletions on 
production data. 

In 
accorda

nce 
 

5 Purchase 
Order 
Form  

a. Displays additions to the 
purchase order data. 

b. Display print on purchase order 
data 

c. Displays changes to the 
purchase order data process. 

d. Displaying deletions on 
purchase order data  

In 
accorda

nce 
 

6 Customer 
Data 
Form  

a. Displays additions to customer 
data. 

b. Displays changes to the 
customer data process. 

c. Displays deletion on customer 
data. 

In 
accorda

nce 

7 Item Data 
Form  

a. Displays additions to item data. 
b. Displays changes to the process 

of goods data. 
c. Displays deletion on item data. 

In 
accorda

nce 

8 Stock 
Data 
Form 

a. Displays additions to stock 
data. 

b. Displays changes to the stock 
data process. 

c. Displays deletions on stock 
data. 

In 
accorda

nce 

9 From All 
Report 

a. Displays the Cutting Schedule 
Report. 

b. Displaying Production Results 
Report. 

c. Displays Purchase Order 
Report. 

d. Displaying PO Accounts 
Receivable Report.  

e. Displays the Cutting Schedule 
Report. 

In 
accorda

nce 

10 Account 
Data 
Form 

a. Displays admin data storage 
When making changes to user 
data. 

b. Displays reset on user data 
When making changes to user 
data. 

c. Displays cancel on user data. 

In 
accorda

nce 

 
 Based on the Black Box testing, the login and 

menus carried out in this application are to check whether 
the functionality of the menu and login form has been 
running well and testing for user-accessible menus in the 
foam production monitoring application is functioning 
properly. 

 
IV. CONCLUSION 
Based on the results of research, design and testing that 

has been carried out on the application of monitoring the 
production of foam products PT. Serim Indonesia with the 
stages of the process that has been carried out starting from 
planning, analysis, design, coding, implementation and 
testing. Black box, the authors draw the following 
conclusions: 
1. With advances in information technology today, the 

development of a Web-based Foam Product Production 
Monitoring System using the Waterfall method which 
is integrated with the UML software development 
method is going well. And it is proven that applications 

designed with PHP and MySQL technology can be 
compatible with both online. 

2. The results of the Blackbox test, indicate that all 
functionality in the application has been running well in 
accordance with online planning and design. Where it 
is proven that the Foam Product Production Monitoring 
Application that has been designed can control foam 
product production activities in fulfilling customer 
orders quickly and with accurate reports. So that it can 
increase the production activities of foam products and 
the company's performance. 
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Abstract − According to data from BPS Kabupaten Jember, the amount of cucumber production fluctuated from 2013 to 2017. Some 
literature also mentions that one of the causes of the amount of cucumber production is disease attacks on these plants. Most of the 
cucumber plant diseases found in the leaf area such as downy mildew and powdery mildew which are both caused by fungi (fungal 
diseases). So far, farmers check cucumber plant diseases manually, so there is a lack of accuracy in determining cucumber plant 
diseases. To help farmers, a computer vision system that is able to identify cucumber diseases automatically will have an impact on 
the speed and accuracy of handling cucumber plant diseases. This research used 90 training data consisting of 30 healthy leaf data, 30 
powdery mildew leaf data and 30 downy mildew leaf data. while for the test data as many as 30 data consisting of 10 data in each class. 
To get suitable parameters, a feature selection process is carried out on color features and texture features so that suitable parameters 
are obtained, namely: red color features, texture features consisting of contrast, Inverse Different Moment (IDM) and correlation. The 
K-Nearest Neighbor classification method is able to classify diseases on cucumber leaves (Cucumis sativa L.) with a training accuracy 
of 90% and a test accuracy of 76.67% using a variation of the value of K = 7. 
 
Keywords – Identification, Cucumber Leaf, Disease, Color Feature, GLCM, KNN 
 

I. INTRODUCTION 
Cucumber (Cucumis sativa L.) is one of the most widely 

consumed fruit vegetables and the growing conditions are 
very flexible, because it can grow in both highlands and 
lowlands [1]. In Indonesia, the amount of cucumber 
production fluctuated (instability) from 2013 to 2017. Total 
cucumber production was 9.97 tons/ha in 2013, then 
decreased to 9.84 tons/ha in 2014 and increased to 10.27 
tons/ha in 2015. In 2016, production decreased again to 
10.19 tons/ha and increased again to 10.67 tons/ha in 2017 
[2]. One of the causes of the fluctuating amount of 
cucumber production is the attack of pests and diseases on 
the plant. Symptoms of disease in plants can be seen from 
the plant body parts, such as leaves, fruit, stems and roots.  
Most of the cucumber plant diseases that are found in the 
leaf area such as antracnose lesion [3], downy mildew and 
powdery mildew are usually caused by fungi (fungal 
disease) [4].  

So far, farmers have checked for cucumber plant 
diseases, which are still done manually based on the 
experience of farmers. This determination certainly has 
weaknesses, one of which is the lack of accuracy in 
determining cucumber plant diseases. To help farmers, a 
cucumber leaf disease identification system was created 
using computer vision. Computer vision is a branch of 
science where a system utilizes digital image processing 
techniques which are then analyzed using artificial 
intelligence. 

Some studies that become the reference of this research 
are cucumber disease detection using diagnosis of diseases 
of cucumber through extracting three characteristic values 
of shape, texture and color [5][3], Then the research was 
developed by adding image smoothing and edge detection 
so that the segmentation results were better[6]. The feature 

extraction technique used is first-order statistical features 
and second-order statistical features such as Gray Level 
Co-Occurrence Matrix (GLCM) to get an accuracy of 
80.45% [7], then developed the introduction of cucumber 
disease using sparse representation classification with an 
accuracy rate of 85.7% using the classification method used 
in this study is K-Nearest Neighbor [8]. The KNN method 
is also able to classify other research objects such as the 
classification of platelets on peripheral blood smears with 
an accuracy of 83.67% [9], on the classification of 
tuberculosis bacteria with an accuracy of 94.92% [10], 
Classification of white blood cell abnormalities based on 
shape features (area, perimeter, metric and compactness) 
with an accuracy rate of 94.3% [11] and classification of 
bacteria that cause ARI with an accuracy of 91.67% using 
a variation of the value of K = 3.5 and 7 [12]. 

To classify data, the KNN method uses the closest 
distance to the object so that the method is often known as 
lazy learning. The basic principle of KNN is to find the 
value of K where the value of K is the closest amount of 
data that will determine the classification results and to 
calculate the closest distance using Euclidean distance 
calculations. Based on this description, the K-Nearest 
Neighbor (KNN) method is able to classify cucumber leaf 
diseases with a good level of accuracy. 

II. RESEARCH METHODOLOGY 
This research was conducted in a cucumber field in 

Lumajang Regency, East Java. Data collection is done with 
the help of direct sunlight, so the resulting image is very 
bright and does not cause shadows (noise). This will affect 
the results in the image processing process. The system 
flow consists of starting from the image of cucumber 
leaves, then the image is processed using digital image 
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processing techniques, the result of feature extraction 
becomes the input of the KNN classification method which 
will be classified into 3 classes as shown in Figure 1. 

 
Figure 1. The Cucumber Leaf Identification System Diagram 

A. The Cucumber Leaf Images Data 
Image data was taken using a Canon EOS 1100D 

camera with a camera resolution of 12 MP, using a tripod 
and studio light box.  The data is divided into 3 classes, 
namely healthy leaf images, downy mildew leaf images and 
powdery mildew leaf images as shown in Figure 2. This 
research used 90 training data consisting of 30 healthy leaf 
data, 30 powdery mildew leaf data and 30 downy mildew 
leaf data. while for the test data as many as 30 data 
consisting of 10 data in each class. 

   
(a) (b) (c) 

Figure 2. Image of cucumber leaves (a) healthy, (b) downy mildew and 
(c) powdery mildew 

B. Image Processing 
The image processing process is the initial stage of the 

image processing process which aims to improve image 
quality and the data normalization process. This process 
begins with a cropping process whose aim is to obtain a 
smaller image size to reduce the computational load [13]. 
The initial image size of 4272 x 2848 pixels is cropped to 
1001 x 1001 pixels as shown in Figure 3. 

  
(a) (b) 

Figure 3. Image (a) original and (b) after cropping process 

C. Feature Extraction 
Feature extraction aims to extract the unique 

characteristics of the cucumber leaf image. Before 
performing feature extraction, the original image is an RGB 

color space image, then the process of splitting the color 
components into red, green and blue as shown in Figure 4. 

 
In this study, two features were used, namely color and 

texture. The color features used are red, green and blue 
color features, while the texture features used are texture 
features from the gray level co-occurrence matrix (GLCM) 
method. 

 Healthy Leaves Downy Mildew Powdery Mildew 

Original 
Image 

   
    

Red 
Color 

   
    

Blue 
Color 

   
    

Green 
Color 

   

Figure 4. Image of the RGB components based on each classes 

GLCM is a gray degree matrix that represents the frequency 
of occurrence of two pixels with a certain intensity in a 
distance d and a certain angle direction θ. Therefore, the 
matrix provides information that differs from the difference 
in distance between pixels [14]. The angles used are 0°, 
30°, 45°, 90° and 135°. The formula equation used is as 
follows [15]: 

ASM = (GLCM(i, j))  (1) 

contrast = |i − j| GLCM(i, j) (2) 

IDM =
(GLCM(i, j))

1 + (i − j)
 (3) 

Entropy = − (GLCM(i, j)) log(GLCM(i, j)) (4) 

Correlation =
(i − μi )(i − μj )(GLCM(i, j))

σiσj

(5) 

 
D. K-Nearest Neighbor Classification 

One of the easy classification methods is the K-Nearest 
Neighbor classification method. This method has the basic 
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principle of looking for a constant K value where the K 
value is the number of closest distances that affect the 
classification results. The calculation of distance using 
Euclidean distance calculation with the equation [12] : 

𝑑( , ) = (𝑋𝑖𝑟 − 𝑋𝑖𝑗)  (6) 

III. RESULTS AND DISCUSSION  

In this research, the results of the cropping process are 
taken for the color features of each component of the RGB 
color space as shown in Figure 4. The image shows that in 
the blue and green images there is no significant difference 
in the classes: healthy leaves, downy mildew and powdery 
mildew. On the other hand, the red image shows a 
significant difference, especially in the powdery mildew 
leaf class, so that the red image is the best in representing 
the textures of the three classes. In the image of the red 
component, the gray level values on the downy mildew and 
powdery mildew leaves are clearly visible so that the red 
image becomes the input for texture feature extraction 
based on the Gray Level Co-Occurrence Matrix (GLCM) 
value. 

A. Color Feature Extraction 
In this research, color features were taken so that each 

class was as shown in Table 1. The table shows that there 
is a closeness of values for the Blue features of the Healthy 
leaf class and the downy mildew leaf class. Whereas in the 
Green feature, there is also a closeness of values in the 
Healthy leaf class and the powdery mildew leaf class, so 
that the color feature used is the red image feature. 

Table 1. The Average Value of The RGB Color Feature in Each Class 
Class Red Green Blue 
Healthy 89.29 110.83 39.80 
Downy mildew 118.84 125.34 39.64 
Powdery mildew 98.27 111.81 57.44 

B. Texture Feature Extraction 

This research also takes texture features using GLCM 
texture features. To take the GLCM feature, a red image is 
used as the input image, as previously explained that the 
red image best represents the texture in the three classes. 
The average value of texture features is shown in Table 3, 
where the features used are Angular Second Moment 
(ASM), Contrast, Inverse Different Moment (IDM), 
Entropy and Correlation. Table 3 shows that there is a 
closeness of values for the ASM features of the three 
classes, while for the entropy features there is also a 
closeness of values for the downy mildew and powdery 
mildew class. 

Table 2. The Average Value of GLCM Features in Each Class 
Class ASM Contrast IDM Entropy Correlation 

Healthy 0.0068 4.8496 0.6109 5.6273 0.0076 
Downy 
mildew 

0.0026 5.5866 0.5265 6.4159 0.0024 

Powdery 
mildew 

0.0030 21.5099 0.3883 6.6609 0.0044 

C. Feature Selection 
Based on the discussion on color feature extraction and 

texture feature extraction, it was found that some features 
have close values and this will affect the classification 
process. There will be errors in the classification process 
due to the proximity of these values, so the researcher 
conducts a feature selection process and the features used 
are red color features, contrast texture features, IDM, and 
Correlation. An example of selecting a red feature is shown 
in Figure 5. 

 
Figure 5. Graph of data distribution in each class on the red feature 

Figure 5 shows that the blue color describes the 
distribution of healthy leaf data, the red color describes the 
distribution of downy mildew data and the green color 
describes the distribution of powdery mildew data. The 
graph will be different when compared to the green and 
blue color features as shown in Figure 6.  

 
(a) 

 
(b) 

Figure 6. Graph of data distribution in each class on (a) green and (b) 
blue color features 

On the graph (Figure 6), there is still a lot of data that occurs 
in the values between the three classes so that the graphs of 
the three classes intersect. While the GLCM features a 
graph depicting the value of each feature in the three classes 
(Figure 7).  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 7. Graph of data distribution in each class on (a) ASM, (b) 
contrast, (c) IDM, (d) entropy and (e) correlation features 

On Figure 7 shows that in features (a) ASM and (d) entropy 
features, there are many data that have values that are 
tangent to each other in the three classes. this affects the 
accuracy of the system in classifying data so that the two 
features become features that will reduce the system in 

classifying the three classes. Whereas in features (b) 
contrast, (c) IDM and (e) correlation, there is a difference 
in value even though there are features whose values 
intersect on healthy leaf data with downy mildew data or 
on healthy leaf data with powdery mildew data. Based on 
the results of feature selection, this study used 4 features 
consisting of color features and texture features, namely red 
color features, texture features (contrast, IDM and 
correlation) as shown in Table 3. 

Table 3. The Examples of Feature Selection Results for Each Class 

Feature 
Class 

Red Contrast IDM Correlation 

Healthy 
Leaves 

86.71 8.7433 0.3836 0.0105 
86.94 5.2779 0.4650 0.0138 
87.96 5.4021 0.4503 0.0116 

Downy 
mildew 

153.04 0.6716 0.0030 2.3340 
141.83 0.5647 0.0014 4.5463 
128.70 0.5571 0.0027 4.3620 

Powdery 
Mildew 

93.70  0.4850 0.0069 6.9519 
92.82   0.2257 0.0021 7.5547 
92.22  0.6759 0.0021 5.4755 

D. K-Nearest Neighbor Classification 
 The number of training data is 90 cucumber leaf image 
data consisting of 30 healthy leaf data, 30 powdery mildew 
leaf data, 30 downy mildew leaf data. While 30 test data 
consisting of 10 data in each class. The results of the 
accuracy of the KNN classification method. Based on Table 
4, the highest accuracy of system training is 100% at the 
variation of the value of K = 1. However, the accuracy of 
the test is 66.77%, so that judging from the results of the 
highest test accuracy, it is 76.67% with a training accuracy 
of 90% at the variation of the value of K = 7. 

Table 4. The Percentage of System Training and Testing Accuracy 
K  Value Training Accuracy (%) Testing Accuracy (%) 

1 100 66.67 
3 96.67 73.33 
5 93.33 70 
7 90 76.67 
9 88.89 73.33 

11 90 70 
13 90 66.67 
15 87.78 66.67 

The calculation of system accuracy is obtained based on 
ROC calculations with a confusion matrix as shown in 
Table 5 for the training process and Table 6 for the testing 
process. 

Table 5. The Confusion Matrix in The Training Process 
Classification Results 

Target 
Healthy 

Downy 
Mildew 

Powdery 
Mildew 

24 0 6 Healthy 

0 30 0 
Downy 
Mildew 

3 0 27 
Powdery 
Mildew 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑜𝑓 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 =
24 + 30 + 27

24 + 30 + 27 + 3 + 6
𝑥100% 

= 90% 
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Table 6. The Confusion Matrix in The Testing Process 
Classification Results 

Target 
Healthy 

Downy 
Mildew 

Powdery 
Mildew 

8 0 2 Healthy 

0 10 0 
Downy 
Mildew 

4 1 5 
Powdery 
Mildew 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑜𝑓𝑡𝑒𝑠𝑡𝑖𝑛𝑔 =
8 + 10 + 5

8 + 10 + 5 + 2 + 4 + 1
𝑥100% 

= 76.67% 

Based on the results of these calculations, it can be seen 
that there is a significant difference in accuracy in the 
training and testing process. The system training accuracy 
rate is 90% while the system testing accuracy is 76.67%. 
This can happen due to the lack of data used or there is a 
significant difference in the value of the training data and 
testing data. 

IV. CONCLUSION 
The K-Nearest Neighbor (KNN) classification method 

is able to classify diseases on cucumber leaves (Cucumis 
sativa L.) with a training accuracy of 90% and a test 
accuracy of 76.67% using a variation of the value of K = 7.  
The lack of data also affects the classification results 
because the system has limitations in recognizing patterns 
from healthy leaf classes, downy mildew and powdery 
mildew. In addition, this research must also compare other 
classification methods. 
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Abstract − The achievement of the national COVID-19 vaccination target in Indonesia is often reported to be uncertain 
with various existing obstacles. Prediction with exponential regression modeling is done by adopting part of the SKKNI 
Data Science with the stages of Data Understanding, Data Preparation, Modeling, Model Evaluation. The vaccination 
dataset from the Ministry of Health of the Republic of Indonesia for the period from January 13, 2021 to October 10, 
2021, was randomly separated into training data of 0.8 parts and testing data of 0.2 parts. The optimal parameters of the 
exponential function are found using the scipy.optimize library in IPython. The model obtained was evaluated using 
MAE, RMSE, and R-Squared metrics on normalized training data, training data, test data, and recent data for seven days 
from 11 to 17 October 2021. The prediction results show that the vaccination target will be achieved 100 percent on 
January 18, 2022, while on December 31, 2021, only 80 percent will be achieved. From the recent data, it appears that 
more acceleration is needed, especially if it is desired to be achieved in December 2021 as determined by President Joko 
Widodo, there will be a shortfall of 20 percent based on the prediction results. 
 
Keywords – Prediction, Exponential, Regression, Vaccination, COVID-19, SKKNI Data Science. 
 

I. INTRODUCTION 
The achievement of the target of the Indonesian 

population having been fully vaccinated of COVID-19 is 
not certain when it will occur. Some of these obstacles 
include resistance from the population, areas that are 
difficult to reach, inefficient vaccination implementation, 
distribution and availability of vaccines that are not smooth. 
The emergence of new virus variants makes it difficult to 
achieve the target of herd immunity due to vaccine efficacy 
constraints, so now the government has changed the 
vaccination target to a minimum of 208,265,720 
Indonesians or about 80 percent of the total population so 
that the outbreak can be controlled [1]. Initially the target 
time was set for March 2022, then President Joko Widodo 
wanted an acceleration to December 2021 on the grounds 
that the economy could run. However, some officials and 
figures often mention different things according to the 
conditions at that time [2]. 

Previous research has mostly been done on the spread 
or increase of COVID-19 sufferers, not on vaccination. 
Prediction of the epidemic in Egypt is done by various 
regression analysis [3]. The spreading trend in China is 
used as an exponential attractor [4]. Modeling with reverse 
exponential regression for daily cases in Saudi Arabia [5]. 
In India, modeling and forecasting growth curves using 
various analytical techniques [6] as well as piecewise 
regression techniques [7]. For the prediction of COVID-19 
cases in Indonesia using the hybrid method nonlinear 
regression logistic – double exponential smoothing [8], 
single exponential smoothing and the Holt’s method [9], 
exponential smoothing method [10]. 

The Data Science approach that utilizes AI (Artificial 
Intelligence) technology can be a solution to present insight 
knowledge from data or facts related to vaccination rates in 

Indonesia so that it can be used as a basis or 
recommendation in decision making for policy makers. AI 
technology can help predict when Indonesia will be able to 
achieve herd immunity. This prediction can also lead to 
recommendations for further activities of the Indonesian 
people, such as policies related to health protocols, 
community activities in public places, activities in the work 
and school environment, and other policies related to 
recovering post-pandemic conditions or living side by side 
with Covid-19. These predictions can be processed with AI 
techniques in Data Science based on data on vaccination 
rates that have been carried out in various situations and 
conditions, so that from time to time it can be scientifically 
determined when the target number of vaccinations can be 
achieved. Likewise, if the target amount changes, the target 
time will be more easily analyzed. Therefore, this study 
aims to predict the achievement of the Covid-19 
vaccination target in Indonesia. 
 

II. RESEARCH METHODOLOGY 
The dataset was obtained from the website of the 

Ministry of Health of the Republic of Indonesia which 
specifically provides vaccination report [12]. The data used 
for modeling is the second vaccination dose from January 
13, 2021 to October 10, 2021 or as many as 271 data which 
is the result of grouping from various regions or population 
demographics in Indonesia. 

The research methodology refers to the Indonesian 
National Work Competency Standard (SKKNI) No. 299 of 
2020 in the field of Artificial Intelligence, sub-field of Data 
science [11]. The SKKNI Data Science consists of seven 
main activities, namely business understanding, data 
understanding, data preparation, modeling, model 
evaluation, deployment, and evaluation. This paper adopts 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No.02, Desember 2021   p-ISSN:2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  180 
 

four activities relevant to the research conducted, namely 
data understanding, data preparation, modeling, and model 
evaluation. 
 
A. Data Understanding 

The data is a time series with date as the independent 
variable and the second vaccination achievement as the 
dependent variable. 

  
B. Data Preparation 

For regression purposes, the date needs to be changed 
to an index starting from day 0 (zero) to day 270, 
sequentially according to the daily data date. 

The dependent variable is the percentage of the daily 
cumulative amount, such that when it reaches 100 percent, 
it means that 208,265,720 or 80 percent of the total 
population of Indonesia have been vaccinated. 

The dataset with 271 data was divided into two parts 
randomly, 0.8 part as the training dataset with 216 data and 
0.2 part as the testing dataset with 55 data. The distribution 
of data and the results of data compilation are visualized 
[13] in Figure 1. 

 
Figure 1. Data Distribution 

 
C. Modeling 

From the characteristics of the data with increasing 
growth from time to time, also driven by the government's 
desire to accelerate vaccination, the suitable modeling 
approach is Exponential Regression.  

 
𝑓(𝑥) = 𝑎𝑏 + 𝑐   (1) 

 
The Exponential Function [14] used is shown in Equation 
(1) where x is the independent variable, f(x) is the 
dependent variable, and there are three parameters a, b, c 
which the optimal values are sought with curve_fit from the 
scipy.optimize library [15] in IPython [16]. 

Data normalization was carried out [17] to obtain the 
appropriate model, after which the results were returned to 
the original values. The model will be built from 
normalized training dataset. 
  
D. Model Evaluation 

There are three metrics used for model evaluation, 
namely Mean Absolute Error (MAE), Root Mean Squared 
Error (RMSE), R-Squared [18]. Evaluation is carried out 
on training dataset, testing dataset, and the recent dataset. 

Recent dataset is new data from October 11, 2021 to 
October 17, 2021. 

Furthermore, it is necessary to find out when the 100 
percent vaccination target is achieved by iterating to get the 
value of the independent variable. 

III. RESULTS AND DISCUSSION 
The results of the model development with training data 

normalized to the exponential function Equation (1) 
resulted in the optimal fit parameter values a = 
0.037263815344230705, b = 28.481521431056155, and c 
= -0.03569552348715502, the visualization results are in 
Figure 2. The result after returning to the original value is 
shown in Figure 3. 

 
Figure 2. Exponential Regression Normalized 

 
Figure 3. Exponential Regression 

 
The results of the model evaluation on the testing 

dataset are visualized in Figure 4. Furthermore, the results 
on the new dataset for seven days from October 11, 2021 to 
October 17, 2021 can be seen in Figure 5.  

 



JISA (Jurnal Informatika dan Sains)   e-ISSN: 2614-8404 
 Vol. 04, No.02, Desember 2021   p-ISSN:2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404) is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License.  

  181 
 

Figure 4. Test Data Model Evaluation 
 

 
Figure 5. Recent Data Model Evaluation 

 
Model Evaluation as measured by MAE, RMSE, R-

Squared on training dataset, testing dataset, and the recent 
dataset is presented in Table 1. These results have been 
visualized in Figure 2, Figure 3, Figure 4, and Figure 5, 
respectively. 

 
Table 1. Model Evaluations Result 

Evaluation 
Metrics 

Dataset 

Normalized Training Testing Recent 

MAE 0.02 7.88 8.67 0.52 

RMSE 0.02 10.62 10.97 0.53 

R-Squared 0.99 0.99 0.99 0.51 

 
To get the date when the vaccination target is reached 

100 percent, an iteration has been carried out with the 
results on day 370 or on January 18, 2022.  On the 
achievement of the recent data in Figure 5, it seems that it 
lags behind the fit data model (predicted results), so the 
implementation of daily vaccinations must be accelerated. 
Based on historical data, the acceleration of vaccination 
implementation should be maintained with reference to the 
predicted data, so it can be said as a prediction roadmap as 
shown in Figure 6. This prediction result is the optimal or 
moderate value of the government's target, which was 
originally March 2022 and then advanced to December 
2021. On December 31, 2021 or day 352, 80 percent 
vaccination progress will be made, the Indonesian 
government needs to make efforts to accelerate in such a 
way that recent data can more often exceed the predicted 
results so that the December 2021 target can be achieved. 

 
Figure 6. Prediction Roadmap 

IV. CONCLUSION 
Regression analytic approach based on historical data 

can be used to build a model for prediction. The 
characteristics of the data become an important asset, 
especially in terms of data growth to determine a suitable 
function as a model.  

With exponential regression modeling able to predict 
the target of achieving COVID-19 vaccination in 
Indonesia. Functional regression can be used on continuous 
time series data in a variety of other problems to predict 
future results. 

Based on predictions using the exponential regression 
model, the vaccination target will be reached 100 percent 
on January 18, 2022, while the government target for 
December 2021 has only reached 80 percent. This has an 
impact that the government needs to make various 
acceleration efforts so that herd immunity can occur in 
December 2021. 
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