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Abstract — The rapid spread of the COVID-19 disease, which occurred globally from late 2019 to the early 2020s, significantly
impacted communities worldwide, requires early detection of COVID-19 which is very important for patients and also the people
around them to be able to fight the COVID-19 pandemic. Therefore, a classification analysis will be carried out to make decisions
regarding determining COVID-19 patients who do not require hospitalization or who require Regular Ward, Semi-Intensive Care Unit,
or Intensive Care Unit (ICU) in hospitals based on hematology parameters from the Machine Learning Repository. Kaggle Dataset
uses the C5.0 algorithm assisted by Rstudio software. It is also known that because the data contains missing data, it is also necessary
to handle missing data using the Mean Method assisted by SPSS software. Performance evaluated using the Confusion Matrix method
produces an accuracy value of 78% which is considered quite good, where testing with the C5.0 Algorithm uses a training and testing
data ratio of 40:60. This research simplifies and speeds up medical decision-making, improving patient management. With COVID-19
declining, the method can be applied to enhance healthcare systems' accuracy and efficiency in handling other diseases or emergencies,

ensuring better preparedness for future challenges.
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L. INTRODUCTION

Coronavirus is part of a group of viruses that
generally infect animals but can adapt and eventually
transmit to humans. In humans, this virus typically attacks
the respiratory system, ranging from mild symptoms like
the common cold to more severe diseases such as Middle
East Respiratory Syndrome (MERS), which emerged in
2012, and Severe Acute Respiratory Syndrome (SARS) in
2002. The latest type of coronavirus was discovered in
humans in Wuhan, China, in December 2019. This virus is
named Severe Acute Respiratory Syndrome Coronavirus 2
(SARS-CoV-2) and causes the disease COVID-19. Due to
its rapid global spread, the World Health Organization
(WHO) declared this disease a pandemic on March 11,
2020.Clinical symptoms of COVID-19 infection can vary
from asymptomatic (no symptoms) to fever, cough, runny
nose, fatigue, sore throat, and severe conditions (e.g., acute
respiratory distress syndrome [ARDS], acute heart injury,
and kidney injury) [1]. As of April 19, 2022, the number of
COVID-19 cases globally reached 504,571,336. Preventive
measures have also been implemented by governments and
WHO to help reduce COVID-19 cases, such as requiring
activities to be accompanied by strict health protocols as
part of daily life, travel restrictions between countries and
cities, requiring vaccination, and RT-PCR (Real Time PCR
COVID-19) tests as tools to detect the presence of the
COVID-19 virus in the body. Furthermore, healthcare
systems have been established to detect, test, isolate, treat
each case, and track every contact. Preventive measures

play a major role in reducing COVID-19 cases when
protocol therapy is applied from the early stages [2].
Therefore, early detection of COVID-19 is crucial for
patients and those around them to help prevent a resurgence
of the pandemic. When patients receive timely and
appropriate care, those around them are also protected.
COVID-19 is a systemic infection that significantly
impacts the hematopoietic and hemostasis systems, leading
to several cardiovascular complications [1], [3], [4].
Research indicates [1] that hematological indices are
associated with disease severity and can contribute to
decision-making for predicting whether a COVID-19
patient will require ICU admission upon hospital entry.
Several hematological abnormalities have also been
identified, with significant changes in hematological
parameters observed in patients with severe COVID-19
requiring hospitalization and ICU care [5]. The
hematological consequences of COVID-19 infection must
be utilized by researchers and medical personnel to initiate
new treatment approaches or breakthroughs in managing
COVID-19 infection.

Therefore, a classification analysis will be conducted to
make decisions regarding which COVID-19 patients do not
require hospitalization or need care in a Regular Ward,
Semi-Intensive Care Unit, or Intensive Care Unit (ICU) in
the hospital, using a Kaggle Dataset and based on
hematological parameters and the C5.0 algorithm. Since
the dataset contains missing data, a method to handle
missing data using the Mean Method will also be applied.
The goal is to facilitate and accelerate the work of medical
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personnel, ensuring that COVID-19 patients receive timely
and appropriate treatment, ultimately reducing COVID-19
cases in a population.

A. C5.0 Algorithm

The C5.0 algorithm is a data mining method that operates
using a decision tree structure. This algorithm is a further
development of the ID3 and C4.5 algorithms, with
improved efficiency and better capability in categorizing
data into appropriate groups. C5.0 is known for its superior
performance in solving classification problems [6]. This
algorithm has already been applied in various ways [7],
such as to analyze the perceived stress levels of healthcare
workers treating COVID-19 patients during the early stages
of the pandemic in northeastern Mexico. The aim was to
understand and categorize their stress levels, producing a
visualization model to help identify stress risks and
potential mental health issues; [8] as a decision-making tool
and comparing performance in breast cancer diagnosis
using C5.0 Algorithm and Boosting method.

The Mean method is the most common imputation
technique, where missing data in a variable is replaced with
the average value of all available data for that variable [9].
A decision tree is a structure resembling a flow diagram
shaped like a tree, where each internal node represents a
test on an attribute, each branch indicates the test result, and
each leaf node represents a class or class distribution that is
the final outcome of the test. The C5.0 algorithm is an
enhancement of earlier decision tree algorithms developed
by Ross Quinlan in 1987, specifically ID3 and C4.5. ID3
evolved into C4.5, which can handle both discrete and
continuous attributes. C4.5 was further developed into C5.0
to address certain weaknesses, such as overlapping when
handling large amounts of data, which increases decision-
making time. C5.0 offers higher accuracy, faster decision-
making, and more efficient memory usage compared to its
predecessors.

The tree-building process in the C5.0 algorithm is similar
to that of the C4.5 algorithm. However, while the C4.5
algorithm stops after calculating information gain, the C5.0
algorithm continues by calculating the gain ratio using the
obtained information gain and entropy. Therefore, the
calculations in the C5.0 algorithm involve several
attributes, including entropy, information gain, and gain
ratio. The C5.0 algorithm can select attributes based on the

highest gain ratio.
The equation for calculating entropy is:

Entropy(S)=Y5_, —p; log, (p;) (1)
Where:

S= Set of cases

k = Number of partitions of S

p; = Propotions of S; to S

Next, to obtain the Information Gain calculation, the
following equation is used:

Information Gain(S, A) = Entropy(S)->i%, % X

Entropy(S;) )

Where:

S = Set of cases

A = Attribute

m = Number of categories in variable A
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[Si| = Number of cases in partition i
[S| = Number of cases in S
Finally, to determine an attribute as a node in the C5.0

algorithm, the Gain Ratio is calculated using the formula:
Information Gain (S,A) (3)

T Entropy(Sy)

Gain ratio =

Where:

Gain(S,A) = Gain value of a variable

Si = Entropy value in a variable

The Gain Ratio calculation simplifies the decision tree
produced by C5.0 compared to the C4.5 algorithm. The
tree is built continuously until no further sample subsets
can be split.

B. Mean Method for Handling Missing Data

Missing data is a frequent issue in most research studies,
typically arising from non-sampling errors. These errors
can include:

Interviewer recording errors, where questions may be
skipped during data collection.

Respondent inability errors, where participants fail to
provide accurate responses due to misunderstanding the
question, experiencing fatigue, or losing interest.
Respondent unwillingness errors, where individuals choose
not to answer sensitive questions related to topics such as
income, age, weight, or legal history, leading to incomplete
responses or abandonment of the survey.

One of the most straightforward and commonly used
approaches to address missing data is the Mean imputation
method. This technique involves replacing missing values
in a dataset with the average of the available values.
However, this method is only suitable for numerical data.
The formula used to calculate the mean for imputing
missing data is as follows:

Z?: 1Xi

n

(4)

X =

Where:

X = Mean (average value)

n = Total number of data points

x; = Individual data points

By applying this formula, missing data points are replaced
with the calculated mean of the existing values.

C. The Confusion Matrix

The Confusion Matrix is a useful tool for assessing the
accuracy of a classification model by comparing predicted
values with actual outcomes. It is applicable to both binary
and multi-class classification problems and consists of four
key values:

True Positive (TP): The number of cases that are correctly
predicted as positive.

True Negative (TN): The number of cases that are correctly
predicted as negative.

False Positive (FP): The number of cases incorrectly
predicted as positive when they are actually negative.
False Negative (FN): The number of cases incorrectly
predicted as negative when they are actually positive.
These values allow for the calculation of Accuracy, which
measures how well the model's predictions match the actual
values.

The formula for Accuracy is:
(TP+TN)

(TP+FP+FN+TN) (5)

Accuracy =
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II. RESEARCH METHODOLOGY

In this study, the data to be used is secondary data
from the Kaggle Dataset, "Diagnosis of COVID-19 and its
clinical spectrum”,
https://www.kaggle.com/datasets/einsteindatad4u/covid19
[10], created by Hospital Israelita Albert Einstein in Sao
Paulo, Brazil. This dataset contains anonymous data from
5,644 patients at Hospital Israclita Albert Einstein in Sdo
Paulo, Brazil, including information such as patient ID,
patient age, and other details. Additionally, samples
collected from each patient who underwent RT-PCR
testing for SARS-CoV-2 (both positive and negative for
COVID-19), supplementary laboratory tests during
hospital visits (such as hematocrit, hemoglobin, urine-
urobilinogen, etc.), as well as the patients' COVID-19 care
outcomes, are included. The latter includes whether the
patient required care in the Regular Ward, Semi-Intensive
Unit, Intensive Care Unit (ICU), or did not require
hospitalization at all.
The Regular Ward is a hospital room with more than two
beds, intended for patients who no longer require close
monitoring and have a low level of dependency, where
patients typically begin mobilizing in preparation for
discharge.
The Semi-Intensive Unit is designated for patients who still
require close monitoring but at a lower level than in the
ICU.
The Intensive Care Unit (ICU) is designed for patients who
require intensive monitoring and medical support.
In this study, classification analysis will be conducted to
determine whether COVID-19 patients do not require
hospitalization or if they need care in the Regular Ward,
Semi-Intensive Care Unit, or Intensive Care Unit (ICU)
based on hematological parameters using the C5.0
algorithm with a focus on accuracy. Since the dataset
contains missing data, the Mean Method will be applied to
handle the missing values. Therefore, several relevant
variables that have a correlation with the study's objectives
will be selected from the entire dataset.

The variables used in this study are as follows:
Table 1. Variable Identification

No. Variable Type
1 Hematocrit Numerical
2 Hemoglobin Numerical
3 Platelets Numerical
4 Mean Platelet Volume (MPV) Numerical
5 Red Blood Cells Numerical
6 Lymphocytes Numerical
7 Mean Corpuscular Hemoglobin Concentration Numerical
(MCHC)
8 Leukocytes Numerical
9 Basophils Numerical
10 Mean Corpuscular Hemoglobin (MCH) Numerical
11 Eosinophils Numerical
12 Mean Corpuscular Volume (MCV) Numerical
13 Monocytes Numerical
14 Red Blood Cell Distribution Width (RDW) Numerical

In Table 1, the selection of variables is based on several
previous studies. For example, in [11], hematocrit can
significantly predict the risk of ICU admission in COVID-
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19 patients in Iran using multivariable analysis. Study [12]
discusses red blood cells less frequently in the pathogenesis
of COVID-19, but some studies have considered
hemoglobin levels, which are also a major constituent of
red blood cells. [13] shows that a decrease in hemoglobin
levels in COVID-19 patients is associated with the severity
of the disease. There is also a relationship between platelet
levels in hospitalized patients and high severity of COVID-
19 [14]. The MPV value was found to increase by 6.3% in
COVID-19 patients with high severity [15]. Study [16]
supports the hypothesis that lymphopenia (a condition
when lymphocyte levels are low) can be a prognostic factor
in determining the clinical course and severity of the
disease in patients hospitalized due to COVID-19. High
MCV or low MCHC was found in COVID-19 patients with
high or critical severity [ 17]. Leukopenia (a condition when
leukocyte levels are low) has also been reported in several
studies, ranging from 28.1% to 68.1%, depending on the
severity of the disease and underlying conditions,
indicating a possible relationship between the severity of
leukopenia and the severity of COVID-19 [12]. Severe
COVID-19 cases are typically characterized by low
lymphocyte counts, high leukocyte counts, increased
neutrophil-lymphocyte ratio (NLR), as well as decreased
percentages of monocytes, eosinophils, and basophils [18].
Study [19] found that RDW (Red Cell Distribution Width)
could serve as an indicator for predicting the prognosis of
COVID-19 patients experiencing severe conditions. A total
of 96.4% and 90% of all COVID-19 patients showed low
MCH and hemoglobin levels [20].

The stages of data analysis in this study are as illustrated
in the following flowchart:

Data Collection

)

Preprocessing data

)

Classification with
C5.0

¥

Results of
Classification Models

¥

Evaluation and
Validation of Results

Figure 1. Data Analysis Method Flowchart

As shown in Figure 1, this study begins with the following
stages:

Data Collection
This stage describes how and from where the data for this
research is obtained. The data will be saved in files with a
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xlsx extension.
Data Preprocessing
The initial data processing will include Data Selection,
which involves selecting data from a larger dataset. The
selected data will be used for data mining processes,
specifically classification. After that, corrections will be
made for errors in the data; in this study, missing values
will first be filled using the Mean Method with the
assistance of SPSS software. Furthermore, before
classification, the data will also be divided into Training
and Testing datasets.
Classification with C5.0
This stage involves classifying the data that has been
processed in the Data Preprocessing stage using the C5.0
Algorithm with RStudio software.
Classification Results
The classification results will take the form of a decision
tree to determine whether COVID-19 patients require
hospitalization or need to be placed in a Regular Ward,
Semi-Intensive Care Unit, or Intensive Care Unit (ICU) in
the hospital based on hematological parameters.
Evaluation and Validation of Results
In this stage, the classification results will be evaluated
using Confusion Matrix measurements

I1I. RESULTS AND DISCUSSION

The data mentioned in the Research Method section will
undergo Data Selection by choosing several attributes that
are relevant to this study. Therefore, from 5.644 patients,
83 COVID-19 positive patients who underwent blood tests
upon hospital admission were selected. It is also known
which ward these patients were placed in at the hospital.
Below is the data used in this study.
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Figure 2. Data of COVID-19 Positive Patients
The description for Figure 2 can be found in Table 2. The
next step is to convert the attributes into a format that can

be processed by the program.

L9596 0967101
815 04566127 0 B0
35 L5119 0

Table 2. Description of Figure 2

Notation Description
RW Regular Ward
(1=yes, 0=no)
SIU Semi-Intensive Unit
(1=yes, 0=no)
ICU Intensive Care Unit
(1=yes, 0=no)
HMC Hematocrit
HMG Hemoglobin
PTL Platelets
MPV Mean Platelet Volume (MPV)
RBC Red Blood Cells
LPC Lymphocytes
MCHC Mean Corpuscular Hemoglobin Concentration (MCHC)
LKC Leukocytes
BSP Basophils
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MCH Mean Corpuscular Hemoglobin (MCH)
ESNP Eosinophils

MCV Mean Corpuscular Volume (MCV)
MNC Monocytes

RDW Red Blood Cell Distribution Width (RDW)

The attributes RW, SIU, and ICU had their values
converted from discrete to numeric (label) format in the

program, resulting in numeric labels as shown in Table 3.
Table 3. Programming Label Results

Description Numeric
Label
No hospital care 0
Care | Patient admitted to Regular Ward 1
Patient admitted to Semi-Intensive Unit 2
Patient admitted to Intensive Care Unit 3

Figure 3 below shows that after converting the discrete
attribute values into labels with numeric values, the data
appears simpler and easier to process by machine learning

algorithms. The next step is to search for missing values.
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Figure 3. Latest Data of COVID-19 Positive Patients
It can be seen that several data entries have missing values,
specifically in the MPV variable for patients 52 and 70, as
shown in Figure 4. To address this issue, missing value
imputation will be performed, considering that missing
value imputation is a treatment for outliers in an effort to
improve data quality [22. BPS, 2017].
@
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Figure 4. Missing Value in Data of COVID-19 Positive Patients
From the process carried out, the results are shown in
Figure 5. In the figure below, it can be seen that the MPV
variable has two missing values, with a valid count of 81,
along with the Mean, Standard Deviation, Range,
Minimum Value, Maximum Value, and Sum of the MPV
variable.
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Statistics

MPV
N Valid 81

Missing 2
Mean 2752305728
Std. Deviation .8972492394
Range 4599922419
Minimum -1.89660907
Maximum 2.703313351
Sum 22.29367640

Figure 5. Output of Step 2: Missing Value Imputation
Figure 6 explains that the new variable “MPV_1” will
perform imputation on the 2 missing values from 83 data
entries using the function “SMEAN(MPV).”

Result Variables
Nof Case Number of Non-Missing
Replaced Values
Result Missing N of Valid Creating
Variable Values First Last Cases Function
1 MPV_1 2 1 83 83 | SMEAN(MPV)

Figure 6. Output of Step 4: Missing Value Imputation
As shown in Figure 7, the MPV values for patients 52 and
70 have been filled or replaced with the value 0.2752306,
which is the mean of the MPV variable inserted into the
cells containing the missing values.
~ -
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Figure 7. Results of Missing Value Imputation
Before the classification process begins, the data is
typically divided into two parts: the training set and the
testing set, according to a specific proportion. This
separation uses the Train-Test Split method, which serves
to evaluate the performance of the machine learning model.
The training data is used to build and train the model, while
the testing data is used to measure how well the model can
predict data it has never seen before. This is important to
ensure that the model has good generalization and can
perform well on new data. Therefore, the training and
testing data will be divided using RStudio software with the
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following steps:
* The data that has previously had missing values replaced
will be imported in .xIsx file format using the “readxl”
library, which has been downloaded beforehand, along
with specifying the file name and the folder where the file

is stored.
## tibble [83 x 15] (S3: tbl_df/tbl/data. frame)

## § Perawatan: num [1:83) @1 QQ@0Q@0Q@0Q@0@30...

## 3 HMC : num [1:83] 0.992 -0.496 -0.313 -0.519 0.6%4 ...

o4 HNG + num [1:83] 0.792 -0.398 -0.649 -0.273 0.73 ...
#o4PIL + num [1:83] -0.3415 -0.7184 -0.0275 -0.2159 -0.7435 ...
wo§ NPV : num [1:83] 1.469 -0.438 -0.102 0.459 0.235 ...

## $ RBC + num [1:83] 1.653 -0.568 -0.656 -0.515 0.59% ...

# 4 LPC : num [1:83] -0.0484 -0.9354 -0.099 -0.4578 -0.6369 ...
# o § NCHC : num [1:83] -0.453 0.244 -1.449 0.%41 2.344 ...
#bLKC : num [1:83] -0.42 -0.821 -0.968 -0.573 -0.607 ...
#o§BSP + num [1:83] 1.304 -1.14 -0.529 -0.224 -0.224 ...

# b NCH + num [1:83] -1.4422 0.335 0.0214 0.4395 0.1259 ...

# $ ESHP : num [1:83] -0.498 -0.667 0.176 -0.709 -0.119 ...

#o$ MY : num [1:83] -1.3961 0.2263 0.8071 0.066 -0.0141 ...

#$ MNC + num [1:83] 1.933 -0.457 1.513 2.537 0.883 ...

# $ RDW + num [1:83] 0.967 -0.979 0.348 -0.802 -0.714 ...

Figure 8. Data Structure

In Figure 8, it can be seen that this dataset consists of 83
entries with 15 variables. Based on the data structure results
above, some variable types need to be adjusted according
to their characteristics, as described in the previous section.
Specifically, the “Care” variable is converted from numeric
to factor type with levels “No hospital care,” “Patient
admitted to Regular Ward,” “Patient admitted to Semi-
Intensive Unit,” and “Patient admitted to Intensive Care
Unit” using the following syntax.
After changing the “Care” variable to factor data type,
Figure 9 shows the structure of the dataset after adjustments
have been made to the data structure.

## tibble [83 x 15] (S3: tbl_df/tbl/data. frame)
# § Perawatan: Factor w/ 4 levels "@","1","2","3": 1211111141

#§ HNC : num [1:83] 0.992 -0.496 -.313 -0.519 0.6%4 ...

# 3 HG : num [1:83] 0.792 -0.398 -0.649 -0.273 0.73 ...

w4 PTL : num [1:83] -0.3415 -0.7184 -0.0275 -0.2159 -0.7435 ...
#o§ NPV 1 num [1:83] 1.469 -0.438 -0.102 0.459 0.235 ...

# § RBC : num [1:83] 1.653 -0.568 -.656 -0.515 0.596 ...

# $LPC : num [1:83] -0.0484 -0.9354 -0.0996 -0.4578 -0.6369 ...
# 3 MCHC 1 num [1:83] -0.453 0.244 -1.449 0.941 0.344 ...

# o4 LKC :num [1:83] -0.42 -0.821 -2.968 -0.573 -0.607 ...

# $ BSP :num [1:83] 1.304 -1.14 -0.529 -0.224 -0.224 ...

#§ MCH :num [1:83] -1.4422 0.335 0.0214 0.4395 0.1259 ...

# o} ESNP 1 num [1:83] -0.498 -0.667 0.176 -0.709 -0.119 ...
#op NV :num [1:83] -1.3961 0.2263 @.8071 2.066 -0.0141 ...
#o3 MNC : num [1:83] 1.933 -0.457 1.513 2.537 0.883 ...

# 4 ROW 1 num [1:83] 0.967 -0.979 0.348 -0.802 -0.714 ...

Figure 9. Data Conversion Structure
To perform the splitting of Training Data and Testing Data
from the 83 observation data, this study will allocate 40%
as Training Data and 60% as Testing Data randomly.
Below is the command to select 33 rows to be stored in the
Training Data, with the remaining rows stored in the
Testing Data.

ra 2 ond Testing Set Preporoti

ic = HC[,-1]
set.seed(1234)

indeks_training_set = sample(83, 33

input_training set = ic[indeks_training_set,]
class_training_set = HC[indeks_training_set, ]$Perawatan
input_testing_set = ic[-indeks_training_set,]

Figure 10. Data Splitting Syntax
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After splitting the data into training and testing sets, the
classification process will be carried out using all variables
with R software.
The first step is to prepare the packages that will be used
during the classification process by installing R packages
such as tidyrules, tidyverse, C50, pander, dplyr, and
reshape2 using the function “install.packages( ).” Once the
installation process is complete, load the packages into the
R session using the function “library( )” as shown in the
figure below.

Library tidyrules)

library(tidyverse)

## -~ Attaching packages --------=========momcoomeooeeeoooooo tidyverse
1.3.1 --

## v ggplot2 3.3.5
## v tibble 3.1.1
#t v tidyr  1.1.3
## v readr 1.4.0

0.3.4
v dplyr  1.0.6
v stringr 1.4.0
v forcats @.5.1

v purrr

# = CONFLICES === === mmmmmmmmmeeemaooooooo tidyverse_confli
cts() --

## x dplyr::filter() masks stats::filter()

## x dplyr::lag()  masks stats::lag()

library(C50)
library(pander)
library(dplyr)
library(reshape2)

#
## Attaching package: ‘reshape2’

## The following object is masked from ‘package:tidyr’:
w#
# smiths
Figure 11. Loading Packages in R
And the packages are ready to use.
In Figure 12, “Number of samples” depicts the amount of
data used, specifically the Training Data consisting of 33
entries. Meanwhile, “Number of predictors” refers to the
number of attributes used, which includes 14 variables with
“Care” as the Class in this classification. Using the C5.0
Algorithm, a decision tree with 6 branches will be
generated.
e
# Call:
## (5.0.default(x = input_training set, y = class_training_set)
i
## (lassification Tree
# Number of samples: 33
# Number of predictors: 14
i
# Tree size: 6
i
## Non-standard options: attempt to group attributes

Figure 12. Number of Samples

e-ISSN: 2614-8404
p-ISSN:2776-3234

=
# Call.

¥ C5.0.default(x = input_trainirg_set, y = class_trainirg_set)
-

"
# C5.0 [Release 2.07 GPL Edition] Tue Jun 21 18:26:07 22
9 soes

> -0.4562533: 8 (18/2)
# ESHP <= -0.4562533:

MHC <= -5.353319: 1 (9/1)
MOMC > -9.353319
LRC <= -0.6368873

LRC <= -1.071868: 3 (3/1)
LPC > -1.071369: 2 (3)
LPC > -0.6368873
LKC <= -0.962307: © (2)
LKC > -0.968407: 1 (6/2)

6 6(18.®) <<

(@) () () (@

100.00% ESKP
6. 20% MHC
42.42% LR
2028 LT

Figure 13. Output of C5.0 Algorithm Classification

ISR R EE R EEEE R EE R EREEREEREEREERERE

The decision tree obtained from the C5.0 Algorithm is used
for determining whether COVID-19 patients require
hospitalization or if they should be placed in a Regular
Ward, Semi-Intensive Care Unit, or Intensive Care Unit
(ICU) in the hospital based on hematological parameters,
as shown in the “Decision Tree” section below.

< -04562533

> 04562533

Tidak perlu perawatan
rumah sakit

<0.353319

Pasien masuk.
Regular Ward

\""Jsum
<oesessrs

<-1.071863 > —1071868 || > ~0968107

> -0.6368873

< -0968407

Pasien masuk. Pasien masuk. Pasien masuk Tidak perlu
Intensive Care SemiIntensive | | Regular Ward perawatan
Unit Unit rumah sakit

Figure 14. Decision Tree of C5.0 Algorithm Classification

In Figure 14, the decision tree of the C5.0 Algorithm can
be interpreted as follows: for example, if a patient
undergoes a blood test in the hospital and the ESNP result
is > 0.4562533, then the patient can be predicted not to
require hospitalization. If both ESNP and MHC values are
considered, the patient can be predicted to be admitted to
the Regular Ward, and so on. Figure 15 shows a plot of the
decision tree from the C5.0 Algorithm.

N
=2 Node 10 (n = Node 11 (n = 11)

1] 1
08 08
06 06
04 04
02 02

o 0

0 0 0 0 0 0

Figure 15. Plot of C5.0 Algorithm Decision Tree
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In Figure 13, the “Evaluation on training data” shows an
error rate of 18.2% in the classification using the C5.0
Algorithm with the Training Data. Regarding “Attribute
usage,” it can be observed that there are 4 attributes
considered influential in forming the decision tree of the
C5.0 Algorithm in this study, with the ESNP attribute being
the root or the most important attribute, accounting for
100% usage and so on. Thus, as you move down the tree,
the usage of attributes decreases.

After using the Training Data for modeling, the next step is
to perform predictions using the C5.0 Algorithm on the
Testing Data.

## hasil prediksi @ 1 2 3
# 1 @1l 221
w2 1 3le 2@
w3 2 1 201
# 4 3 2 @es3

Figure 16. Output of Syntax 4 for C5.0 Algorithm Predictions

In Figure 16, the confusion matrix from the obtained model
is shown. For the 0 category (Patients who do not require
hospitalization), there were 0 correct predictions (Patients
who do not require hospitalization) based on the previously
described hematological parameters, totaling 16 cases. For
the 0 category (Patients who do not require hospitalization)
predicted as 1 (Patients admitted to the Regular Ward),
there were 2 cases, and so on.

To measure the performance of the classification model, the
Accuracy will be calculated. Using the formula in equation
(5), an Accuracy of 0.78 is obtained. This means that 78%
of the patients were correctly predicted as not needing
hospitalization or requiring admission to the Regular Ward,
Semi-Intensive Care Unit, or Intensive Care Unit (ICU).
Therefore, the classification using the C5.0 Algorithm is
considered quite good.

IV. CONCLUSION
In this study, a classification analysis was
conducted to determine whether COVID-19 patients
require hospitalization or admission to the Regular Ward,
Semi-Intensive Care Unit, or Intensive Care Unit (ICU) in
the hospital based on hematological parameters using the
C5.0 algorithm. A decision tree was obtained for
identifying COVID-19 patients who do not require
hospitalization or those needing admission to the Regular
Ward, Semi-Intensive Care Unit, or Intensive Care Unit
(ICU) with an accuracy of 78%. The classification using the
C5.0 Algorithm is considered quite good.
It is suggested that future research could improve the
accuracy by increasing the sample size. It is also hoped that
this study can facilitate and expedite the work of medical
personnel, enabling COVID-19 patients to receive prompt
and appropriate care to help reduce COVID-19 cases in a
population.
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