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Abstract − Carbon emissions represent a critical driver of global climate change, exerting profound impacts on environmental 
sustainability and public health. This research examines Indonesia's carbon emission trends using a comprehensive dataset spanning 
global emissions from 1960 to 2018, with specific focus on Indonesia, obtained from Kaggle. Employing Linear Regression (LR) as 
the primary machine learning technique, the study effectively models and forecasts future carbon emission levels for Indonesia. The 
findings indicate a projected increase in emissions to 2.38 tons per capita annually by 2030, underscoring the urgent need for robust 
environmental policies. 
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I. INTRODUCTION  
Numerous studies have demonstrated the significant 

environmental and health risks associated with increasing 
carbon emissions. For instance, carbon emissions not only 
contribute to global warming but also exacerbate public 
health risks, particularly in rapidly industrializing nations 
such as China[1]. Indonesia, with its heavy reliance on 
fossil fuels, faces similar challenges, especially as its 
emissions continue to rise. A study [2] demonstrates a 
strong connection between energy consumption and carbon 
dioxide emissions. An increase in energy use correlates 
with higher carbon dioxide emissions, primarily due to 
fossil fuel consumption. Consequently, greater fossil fuel 
use results in significantly elevated emissions. The 
environmental consequences, such as rising sea levels, 
extreme weather events, and water scarcity, further 
underscore the importance of addressing carbon emissions.  
According to the United Nations Sustainable Development 
Goals (SDGs), reducing carbon emissions is essential for 
achieving environmental sustainability and mitigating the 
harmful effects of climate change [3].   

 
This study utilizes global carbon emissions data 

spanning from 1960 to 2018, obtained from publicly 
accessible open data on Kaggle. This dataset was selected 
because it provides a comprehensive overview of global 
carbon emissions, with a specific focus on Indonesia. 
Indonesia's demographic bonus, projected to peak around 
2030, makes this data particularly relevant for developing 
a predictive model. The objective of this model is to 
forecast carbon emissions and analyze potential impacts, 
offering insights that could inform policy and strategic 
interventions in response to environmental challenges. 

 
This research utilizes machine learning algorithms - 

Linear Regression (LR) to predict future carbon emissions 

in Indonesia. Linear regression remains a foundational 
method in machine learning due to its simplicity, 
computational efficiency, and interpretability, particularly 
when analyzing linear relationships between variables. It is 
highly valued in applications such as financial forecasting, 
where transparency in understanding variable influence is 
essential to ensuring reliability in complex datasets[4]. 
While models such as support vector machines (SVMs) and 
multilayer perceptrons (MLPs) may outperform linear 
regression in handling non-linear or large-scale data, linear 
regression remains competitive in its niche for clear and 
efficient predictions. The LR method can produce highly 
accurate predictive correlation coefficients[5]. The study 
leverages historical data to provide accurate forecasts that 
can inform national policies and global efforts to mitigate 
climate change. 

II. RESEARCH METHODOLOGY 

This study uses machine learning algorithms, 
particularly linear regression, to model the relationship 
between two variables by fitting a linear equation to 
historical data, with one acting as the explanatory variable 
and the other as the dependent variable [6], to predict future 
carbon emissions in Indonesia. The methodology involves 
data collection, preprocessing, model training and 
interpretation to generate accurate predictions of future 
emissions. The analysis is conducted using libraries such as 
Pandas, NumPy, and Scikit-learn in Python. Libraries like 
Pandas in Python are among the best available today [7].  

A. Data Collection 

The data used in this study were sourced from Kaggle, 
comprising global carbon emissions data from 1960 to 
2018, covering 266 countries. The data titled “CO2 
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emissions (metric tons per capita) from 1960 to 2018” can 
be access from this link. The dataset was filtered to focus 
on Indonesia, a country experiencing a significant rise in 
emissions due to industrial and economic growth. The 
study indicated that a 1% increase in economic growth and 
fossil fuel consumption leads to a 0.36% and 0.67% rise in 
carbon dioxide emissions[8] 

 
Image 1: carbon emission data from 266 countries 

 
The global carbon emissions dataset from 1960 to 2018 

offers a detailed view of CO2 emissions from 266 
countries, capturing trends across nearly six decades. It 
tracks total emissions, per capita figures, and sectoral 
contributions, revealing a steady rise in emissions, 
particularly after industrialization, with notable increases 
from emerging economies in recent decades. The data 
underscores how economic growth, energy consumption, 
and population dynamics drive emission patterns, with 
developed countries contributing heavily in earlier periods 
and developing nations like Indonesia.  

 
Before training the models, the data underwent 

preprocessing to ensure quality and consistency. The 
preprocessing involved the following steps: 

1. Data Import and Cleaning: Missing values in the 
dataset were identified and managed through 
imputation or removal, ensuring that the model would 
not be biased by incomplete data.  

df=df.dropna(axis=’rows’) 
df .head()                          (1) 

 
Image 2: Processing data  

 
In data preprocessing, handling missing values is 

crucial to ensure that the model is not biased or skewed by 
incomplete data. One common method is removing rows 
with missing values to maintain the integrity of the dataset. 
The code provided on Phyton does this by using 
df.dropna(axis='rows'), which removes any rows that 
contain missing data, and then the df.head() function 
displays the first few rows of the cleaned dataset 

2. Normalization: Features such as year and emission 
levels were normalized to standardize the range of 
data, which is crucial for algorithms sensitive to the 
scale of input variables.  

indo=df [df[‘Country Name’]==’Indonesia’] 
indo                         (2) 
 
ina = indo.melt(id_vars=’Country Name’ 

var_name=’year, 
value_name=’emission’                     (3) 

 
Image 3: Data normalization 

 
Normalization is an essential preprocessing step in 
machine learning, particularly when using algorithms 
sensitive to the scale of input variables, such as 
gradient descent-based models. By normalizing 
features like the year and emission levels, their values 
are scaled to a standard range, preventing features with 
larger ranges from disproportionately influencing the 
model. This process ensures that each feature 
contributes equally to the model, improving 
performance and convergence speed.  

The code provided above filters the dataset for 
Indonesia and reshapes it using the melt function. This 
operation converts the data from wide format (with 
columns for each year) to long format, where emission 
levels are associated with individual years for easier 
analysis. In this context, the reshaped data allows for 
more manageable analysis of emission levels over 
time, facilitating trend identification and model 
training. 

3. Exploratory Data Analysis: Visualization 
techniques were employed to identify trends and 
patterns in carbon emissions over time. This included 
plotting historical data to observe fluctuations and 
averages. 

import plotly.express as px                     (4) 
 
L = px.scatter (data_frame=ina, x=’tahun’, 
y=’emisi’, trendline=’ols’) 
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L.show()                                     (5) 
 

Exploratory Data Analysis (EDA) is an essential 
step in understanding the dataset and identifying 
underlying trends, patterns, and potential relationships. 
Visualization techniques, such as scatter plots, help in 
observing the fluctuations, trends, and averages of 
carbon emissions over time. The code provided uses 
Plotly Express to create a scatter plot of emissions data 
for Indonesia, with a trendline fitted using Ordinary 
Least Squares (OLS) regression. This allows for a 
clearer view of the historical relationship between year 
and emissions, highlighting any potential upward or 
downward trends. 

 
The scatter plot provides a visual representation of 

carbon emissions over time, while the OLS trendline 
shows the overall direction of the data, allowing for 
easy identification of trends and changes. This 
technique is essential for understanding the impact of 
various factors on emissions and for making informed 
predictions 

 

 
Image 4: Emission trends in Indonesia 

 
The graph above illustrates a consistent upward trend 

in carbon emissions over time. The relatively narrow gaps 
between data points suggest that the rate of growth has 
remained steady throughout the observed period, indicating 
a linear progression. This pattern supports the use of linear 
regression as an appropriate method for creating prediction 
models, as the method is particularly effective when data 
exhibits a clear, linear relationship between the 
independent and dependent variables. Linear regression's 
simplicity and efficiency make it well-suited for modeling 
scenarios where growth patterns follow a steady, 
predictable trajectory 

B. Model Training and Interpretation 

The algorithm was trained on the historical data to 
establish a linear relationship between the independent 
variable (year) and the dependent variable (carbon 
emissions). The performance of the model was evaluated 
using the R-squared metric value ranges from 0 to 1, with 
higher values indicating that the model better explains the 

variation in the data. The use of R-square provides 
consistent insights without confusing interpretations, 
making it a reliable choice for evaluating regression 
analyses in various fields (Chicco et al., 2021).  

model= LinearRegression().fit(x,y) 
a=model.intercept_ 
b=model.coef_ 
r=model.score(x,y) 
print(a) 
print(b) 
print(r)                    (6) 
 

Model training involves fitting an algorithm to 
historical data to establish a relationship between the 
independent variable (year) and the dependent variable 
(carbon emissions). In this case, the linear regression model 
is trained using the LinearRegression().fit(x, y) function, 
where x represents the year and y represents the emissions. 
The model's performance is then evaluated using the R-
squared metric, which quantifies how well the independent 
variable(s) explain the variation in the dependent variable. 
An R-squared value ranges from 0 to 1, with higher values 
indicating better explanatory power of the model. The 
model’s coefficients (model.coef_) and intercept 
(model.intercept_) are also retrieved to understand the 
relationship, where model.score(x, y) provides the R-
squared value, offering a clear and interpretable measure of 
the model's accuracy. 

 
Image 5: result of the data accuracy 

 
Predictions are made using the linear regression 

formula, where the intercept and coefficients are derived 
from a previously trained linear regression model. 
According to the image above, the prediction accuracy is 
96%.  

 
value=int(input(masukan tahun: ‘)) 
prediction=-66.8+(0.03407986*value) 
print (prediction)                
 (6) 

 

The code above allows users to input a year, which is 
then used in a linear regression formula to predict carbon 
emissions. The int(input()) function collects the user input 
and converts it to an integer, which is stored in the variable 
nilai. The formula prediction = -66.8 + (0.03407986 * 
value) calculates the emission prediction using the 
regression model's intercept and coefficient values, which 
are based on historical data. The predicted value is then 
displayed using print(prediction). This method provides a 
simple way to forecast emissions based on the year, 
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leveraging the relationship between time and emissions in 
a linear regression model 
 

 
Image 6: result of prediction 

 
Based on the image above, the prediction model 

estimates that carbon emissions in Indonesia will reach 2.38 
units in the year 2030, based on the linear regression 
formula. This result indicates a consistent upward trend in 
emissions, aligning with projections of continued growth. 
By using the formula derived from historical data, the 
model provides insights into future emissions, allowing 
policymakers to anticipate environmental impacts and 
potentially take preventive measures.  

We selected the year 2030 for our carbon emissions 
prediction due to Indonesia's expected demographic bonus 
in 2045.  This five-year gap between 2030 and 2045 is 
significant point for assessing the potential impacts on 
various sectors, including the environment and public 
health. A significant increase in the working-age 
population is anticipated, which could lead to greater 
industrial activity, energy consumption, and, consequently, 
higher carbon emissions. This has a direct impact on public 
health, as increased emissions can exacerbate air pollution 
and contribute to respiratory diseases, heat-related 
illnesses, and other health challenges. Therefore, predicting 
carbon emissions for this year is crucial for anticipating 
future health risks and implementing effective policies for 
sustainable development. 

III. RESULTS AND DISCUSSION  

A. Prediction Result  

To better understanding the prediction result, the data 
is presented in table below.  

Tabel 1: Prediction result from 2025 to 2030 
 

Year Predicted Emissions 
 (tons per capita) 

2025 2.21 
2026 2.24 
2027 2.27 
2028 2.31 
2029 2.34 
2030 2.38 

 
The prediction models yielded accurate results. The 

Linear Regression model predicted that Indonesia’s carbon 
emissions will rise to 2.38 tons per capita annually by 2030. 
The predicted carbon emissions for Indonesia show a 
steady increase from 2025 to 2030, with emissions per 
capita rising from 2.21 tons in 2025 to 2.38 tons in 2030. 

This gradual increase suggests a continued upward trend in 
emissions as industrial activities and population growth 
drive energy consumption. These predictions highlight the 
potential environmental challenges for Indonesia. Effective 
strategies to manage emissions are essential to mitigate the 
health risks associated with higher carbon levels, including 
respiratory issues and other pollution-related diseases. 

 
The projected rise in carbon emissions aligns with 

global trends, where increasing industrialization drives 
emissions upward. For instance, previous research [9] 
demonstrates the effectiveness of machine learning in 
predicting embodied carbon emissions in residential 
buildings, reinforcing the utility of predictive models 
across various contexts. Similarly, studies on ammonia 
emissions from composting highlight the potential of 
machine learning in environmental modeling [10].   

 
The findings are consistent with earlier studies that 

found higher carbon emissions in industrialized countries 
correlate with public health impacts due to poor air quality 
[1]. Li et al (2017)[11] Also emphasized the role of 
household carbon emissions in contributing to indoor and 
outdoor air pollution.  

 
B. Implication for Policy  

 
The findings of this study highlight the urgent need for 

Indonesia to implement strong policy measures to manage 
its carbon emissions. Failure to do so could result in severe 
environmental degradation, including rising sea levels, 
biodiversity loss, and public health crises [12]. The 
healthcare sector also contributes significantly to carbon 
emissions, underscoring the need for cross-sectoral 
strategies to reduce environmental damage[13].  

 
Additionally, there is a growing body of evidence 

suggesting that carbon emissions influence broader 
economic indicators, such as country risk. (Chaudhry et al., 
2020) demonstrated that higher emissions increase the risk 
profile of G7 economies[12]. Other research[14] discuss 
the paradox in which economic growth, driven by increased 
consumption, correlates with lower levels of well-being 
unless balanced by sustainability measures.  

 
Other studies have also explored machine learning's role 

in predicting emissions across various sectors. For 
example, integrating building information modeling (BIM) 
and machine learning can help predict carbon emissions 
during construction phases [15]. This potential integration 
of technology into emissions tracking can provide valuable 
tools for policymakers and industries aiming to reduce their 
carbon footprints. 

IV. CONCLUSION 
This study demonstrates the utility of machine 

learning algorithms—specifically Linear Regression in 
predicting future carbon emissions in Indonesia. The model 
provides accurate forecasts, projecting that Indonesia’s 
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carbon emissions will reach 2.38 tons per capita annually 
by 2030. These findings underscore the urgent need for 
robust environmental policies aimed at reducing emissions 
and addressing the environmental challenges posed by 
rapid industrialization and urbanization. 
 

The predicted increase in carbon emissions highlights 
potential environmental degradation and raises significant 
public health concerns. Policymakers must take proactive 
measures to mitigate emissions across various sectors, 
including energy, transportation, and healthcare. Future 
research could expand on this study by incorporating 
additional factors such as deforestation rates, industrial 
output, and energy consumption patterns, thereby refining 
predictive models and enhancing the effectiveness of 
environmental strategies. By leveraging machine learning 
and data analysis, Indonesia can develop informed policies 
that prioritize sustainability and public health, ultimately 
contributing to global efforts to combat climate change. 
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