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Potential Based on The Normalized Difference Water 
Index. 
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Abstract − Flood is a condition in which water cannot be accommodated in a drainage channel such as a river or river. An area is said 
to be flooded if the water in the area is inundated in large quantities so that it can cover all or most of a large area. Determining 
forecasting or prediction on a potential in the long or short term, especially changes in water content levels in an area, requires a 
method, model, or approach that must be well tested. The lower the error value in a model, the better the model for testing a forecast. 
One of the data that can be used for analysis of potential flood models is the use of remote sensing data with technology from Landsat 
8. The advantage of sensing data from Landsat 8 is that it has data good history and allows to see changes in land cover from year to 
year in an area. The purpose of this study was to determine the best model for forecasting the potential for flooding in an area using 
the Holt Winters model and the Simple Moving Average. The result of this research is that the RMSE, MAE, MAPE, MSE values in 
the Holt Winters model are 0.03598683, 0.02748707, 0.13944356, 0.00129505 while the RMSE, MAE, MAPE, MSE values on the 
Simple Moving Average are 0, 09681483, 0.06338657, 0.53775228, 0.00937311. The Holt Winters model is the best model of the 
Simple Moving Average because the forecast error value has a low value. 
 
Keywords: Flood, Forecasting, Holt Winters, Simple Moving Average, NDWI  
 
 

I. INDTRODUCTION 
The current rate of global warming is extremely 

concerning. Flooding is one of the many natural disasters 
that have struck Indonesia as a result of the effects of global 
warming. A flood is a condition in which a region is 
inundated by large quantities of uncontrolled water flow, 
which inundates or strikes a region or settlement because 
the river cannot accommodate the overflowing water. Two 
factors can contribute to the occurrence of floods: natural 
factors and human factors[1], [2].  

 

 
Figure 1. Disaster Data according to BNPB 

Flood disasters can be predicted by monitoring 
precipitation and water flow. In addition to heavy rainfall, 
soil texture, land slope, and land use can also contribute to 
flooding. In general, floods frequently occur near 
watersheds. Sometimes, heavy precipitation can cause river 
reservoirs to exceed the volume of the river, leading to 
flooding.  

Using remote sensing data from Landsat8 and the 
Normal Difference Water Index model to analyze the flood 

potential model is one of the data that can be used. Based 
on calculations from previous remote sensing research 
titled (Development of an Inundated Area Identification 
Model Using Landsat[3] , the NDWI variable has a good 
ability to detect flood inundation. The benefits of remote 
sensing data include accurate historical information and the 
ability to observe annual changes in a region's land cover. 
The area coverage of the extensive remote sensing data 
enables a comprehensive view and analysis of the area, 
allowing the primary causes of flooding to be identified. 
This information can also be used as input for modeling 
potential flood zones.  

Several previous studies related to forecasting using 
the Simple Moving Average [4] with the title (Prediction of 
PDAM Water Usage Using the Simple Moving Average 
Method) explained that this SMA was able to provide good 
predictive results, namely the MAPE value of 0.1712, 
where if the MAPE value is 10%, then the prediction results 
are categorized as good, as well as for related research for 
the Holt With values of = 0.1, = 0.001, and =0.5, the Holt-
Winters method[5] yields better results than the SSA 
method with a MAPE of 13.469 percent. 

Researchers are interested in developing research 
using Landsat 8 data with the NDWI (Normalized 
Difference Water Index) [6]feature and comparing the 
Simple Moving Average and Holt Winters models to 
determine the best model for making predictions based on 
previous research. In order to compare the two methods 
optimally, researchers will compare evaluation values 
including MAE, MAPE, MSE, and RMSE. Landsat 8's 
resolution is ideal for detecting, measuring, and analyzing 
changes in earth's surface objects at a granular level. 
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Landsat 8 is utilized because it is able to produce images 
for flood detection data processing[7]. The Normalized 
Difference Water Index (NDWI) feature is used to detect 
bodies of water. NDWI is a remote sensing-based 
identification method that is sensitive to changes in water 
content, according to publications [8] stating that an NDWI 
value greater than or equal to 0 indicates the water surface, 
whereas a value less than or equal to 0 indicates non-water 
level. The data that will be collected and used to predict 
potential flooding is based on two years of historical 
Landsat 8 data. 

II. RESEARCH METHODOLOGY 
According to a study by Sulistyanto [9] load cells are 

commonly used to measure force and torque. The load cell 
sensor will deliver accurate and dependable results when 
the load cell is used properly. The results of research and 
observations using the Level Two SMA Method and the 
Level Two WMA Method indicate that both methods have 
the ability to reduce sociation well; however, the Level 
Two SMA method is superior to the Level Two WMA 
method in determining the reference point, as the reference 
point search is based on the data value when the load cell is 
stable. When conditions are stable, the standard deviation 
of the Level Two SMA Method and the Level Two WMA 
Method is 0.015572. 

This study aims to predict monthly rainfall in Ambon 
City using the Holt-Winter Exponential Smoothing method 
[10]. This study makes use of monthly precipitation data 
from January 2005 to December 2016. The data is the result 
of observations made at the Ambon Meteorological, 
Climatology, and Geophysics Agency's Meteorological 
Station. According to data analysis, monthly precipitation 
in Ambon City follows a seasonal pattern. The results of 
this study indicate that the Holt-Winter model based on the 
seasonal multiplication method is a suitable model for 
forecasting monthly rainfall data in Ambon City due to its 
low SSE/RMSE value. The Holt-Winter model predicts 
that precipitation in Ambon City will increase next year. 

In a study to compare the forecasting accuracy of the 
Holt Winters method and the Singular Spectrum Analysis 
model (SSI) [11],the difference in methods undoubtedly 
affects the accuracy of the predicted outcomes. The 
distinction between the three methods is determined by 
comparing the accuracy and dependability of the forecast 
results. Mean Absolute Percentage Error (MAPE) is used 
to measure the accuracy of forecasting, and tracking signal 
is used to measure the dependability of forecasting results. 
The application concerned the production of shallots in 
Indonesia from January 2006 to December 2015. 
Forecasting the two SSA methods using L=39 and r=8 
grouping windows. With values of = 0.1, = 0.001, and =0.5, 
the Holt-Winters additive method produced better results 
than the SSA method with a MAPE of 13,469 percent. 

According to research [12], the Simple Moving 
Average is a predictive model. The moving average 
technique is employed to forecast demand by calculating 
the average value and actual demand value from a 
predetermined number of previous periods. As implied by 
the method's name, each new prediction is fixed to the 
previous period and used with requests from the new 

period, so the data used in the calculation changes over 
time. The simple moving average method is utilized for 
unstable, trendless, and unweighted data. With the simple 
moving average method, which is one method for 
predicting system models based on time series with 
computerized characteristics, regarding predicting carpets, 
it is anticipated that the carpet laundry company will be 
able to predict the monthly income of the carpets in order 
to calculate the monthly profit ratio. In order to develop a 
user-friendly system for predicting the profit of a successful 
carpet cleaning business. 
In a study authored by Laurensz [13] Floods are the most 
prevalent natural disasters in nearly all regions, and they 
can cause destruction, loss, and even loss of life. 
Volcanoes, archipelagos, and severe environmental 
degradation characterize this region. Standardized 
Precipitation Index (SPI), Normalized Difference 
Vegetation Index (NDVI), Normalized Difference Water 
Index (NDWI), Soil Adjusted Vegetation Index (SAVI), 
and Inverse Distance Weighted (IDW) are the analysis 
methods used in this study for data exploration with 
Quantum GIS ( QGIS). In Manado during the rainy season, 
the NDVI value or greenness level of the vegetation index 
ranges from 0.451 to 0.639, indicating a high greenery 
vegetation index. And during the dry season, the index is 
between 0.44 and 0.61, indicating a high level of green 
vegetation. Using the NDWI method, it was determined 
that the level of wetness in Manado was moderate. 
According to the SAVI method, Manado has a range of 
values between -0.103 and 0.153, which indicates an 
abundance of puddles. According to the discussion, the 
subdistricts with the greatest potential for flooding in the 
city of Manado are Tuminting, Singkil, Paal Dua, Tikala, 
Wanea, Sario, Weneang, and Malalayang. Medium 
potential exists in the Bunaken District, while Mapanget 
District has little potential. 
The results of the review of the five journals have some 
bearing on the similarities and differences in research[13]. 
In this study, remote sensing data or Landsat 8 technology 
were used to conduct research on an object or area. The 
benefits of sensing data from Landsat 8 include the 
availability of accurate historical data and the ability to 
observe changes in land cover from one year to the next. 
The NDWI (Normal Difference Water Index) variable has 
a strong ability to detect flood inundation[14]. 
In addition to a literature review, research utilizing the 
Simple Moving Average model demonstrates that SMA 
can be applied to the forecasting process due to the 
implementation of a relatively simple algorithm utilizing a 
number of actual data requests. new method for generating 
future demand forecast values. According to the Holt 
Winters model research published by Sinay, Pentury, and 
Anakotta (2017) the Holt-Winter method is a development 
of a simple exponential smoothing method that employs 



JISA (Jurnal Informatika dan Sains)  e-ISSN: 2614-8404 
 Vol. 05, No. 02, December 2022  p-ISSN: 2776-3234 
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404)is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License. 

  
 
  101 

three smoothing constants: the constant for smoothing the 
entire level, the constant for smoothing the trend (trend), 
and the constant for smoothing the season (seasonal). 

III. RESEARCH METHODOLOGY 
A. Analysis Techniques 

In this analysis technique, researchers attempt to 
explain how the model process for solving a problem 
flows, so as to facilitate understanding of a model to be 
created. The analysis process is supported by collected 
data such as observations, literature studies, and 
Landsat 8 images of land objects[15]. In order to obtain 
the necessary specifications for this study, the several 
steps of the analysis procedure are as follows:  
 

1. Collecting image object data from the USGS 
website using Landsat 8 technology from 1 May 
2019 to 1 April 2021. 

2. Performing Preprocessing of Data by Clipping 
Typically, a satellite image has a coverage area that 
is too large to reflect the research area. To obtain a 
representation of the research area, it is necessary 
to clip the data, also known as clipping. The image 
that has been clipped using the QGIS application is 
transformed with NDWI to produce a water index 
or wetness index. 

3. Visualize for forecasting the likelihood of high 
inundation or flooding based on the accuracy of the 
NDWI value using the Simple Moving Average 
and Holt Winters methods. 

4. The final step is to evaluate the error stage by 
specifying values like RMSE, MAE, MAPE, and 
MSE (Mean Squared Error) 

 
B. Design Techniques 
At this stage, a system with the concept of an information 
retrieval system that can forecast the potential for flooding 
in an area and determine the best model from the Holt 
Winters model and the Simple Moving Average through 
evaluation tests will be developed. Figure 2 depicts an 
overview of the system that will be constructed. 

 
Figure 2. System Design Flowchart 

C. Data Collection Method 

During the research phase, data research becomes a 
critical element. Therefore, every researcher must 
comprehend the appropriate data collection techniques for 
the type of study being conducted[16]. 

1. Observation 
Observations were made through direct 
observation of the research object. In this study, 
researchers used Bekasi as a single example of a 
location area. Using coordinates 6°14′06′′S 
106°59′32′′E, it was determined that the research 
was conducted in the province of West Java. Figure 
3 depicts the urban region of Bekasi. 

 
Figure 3. Area of Bekasi City 

In general, the Bekasi City region has a tropical 
monsoon climate (Am) with a high humidity level 
of 78 percent. The daily climate conditions are 
extremely warm. This is particularly influenced by 
increased land use, particularly industry or 
commerce and human settlements. The estimated 
daily air temperature ranges between 24 °C and 33 
°C. Bekasi City experiences two seasons due to its 
tropical monsoon climate: the rainy season and the 
dry season. The dry east-southeast monsoon 
influences the dry season in Bekasi City from 
early May to September, with August being the 
driest month. Meanwhile, the rainy season in 
Bekasi is influenced by the wet and humid 
southwest-northwest monsoon, which typically 
blows from November to March, with the peak of 
the rainy season occurring in January with more 
than 300 mm of rainfall per month (wikipedia). 

2. Secondary Data 
Secondary data is supplementary data 

obtained from research data sources through 
intermediary media or indirectly in the form of 
books, records, existing evidence, or archives, 
whether published or unpublished. This study's 
secondary data is comprised of literature studies 
from national and international journals and news 
articles from related websites. There are numerous 
supporting evidences. Researchers make use of 
precipitation data as secondary data. May 2019 to 



JISA (Jurnal Informatika dan Sains)  e-ISSN: 2614-8404 
 Vol. 05, No. 02, December 2022  p-ISSN: 2776-3234 
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404)is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License. 

  
 
  102 

April 2021 weather information retrieved from the 
website https://id.weatherspark.com (2 years). The 
weather and precipitation data can be found in table 
1 below. 

Table 1. Rainfall and Weather 

 
D. Testing Techniques 
At this stage, the researcher will test or evaluate the 
constructed model in an effort to ensure that the model's 
execution is consistent with the research objectives. 
Scoring of RMSE (Root Mean Squared Error), MAE (Mean 
Absolute Error), and MSE (Mean Squared Error) is 
performed to determine the level of performance of the 
Simple Moving Average and Holt Winters models [17] 
applied to the dataset (Mean Squared Error). to obtain the 
ideal model. 

IV. RESULT AND DISCUSSION 
A. Data Collection 

The primary data used by the author in this study are 
satellite images obtained by downloading data from 
https://www.usgs.gov between 1 May 2019 and 1 April 
2021. 

B. Preprocessing 
After retrieving Landsat 8 image data, the data 
preprocessing stage is carried out. From the previous 
stage, it did not accurately represent the case study area, 
so it required further adjustments using clipping 
techniques; QGIS was used for the clipping stage. as 
displayed in image 4 below, 

 
Figure 4. Clipping stage 

When the clipping process is complete, the modeling stage, 
namely the transformation stage to obtain a water index 

with the NDWI (Normal Different Water Index) feature, is 
executed. Using QGIS, satellite images that have 
undergone the clipping procedure are processed. Can be 
seen in Figure 5, 

 
Figure 5. NDWI Layer Stacking Extraction Results 

on May 2019 
After preprocessing, the Normalized Difference Water 
Index (NDWI) method is used to extract features. The level 
of validity in the research area is determined by 
transforming QGIS-processed raster data using the NDWI 
algorithm. Two spectral colors, namely red and blue, are 
assigned to raster data that has been modeled using NDWI. 
As shown in Figures 6, 7 and 8 below, the blue color 
represents land that has an ari value or a high level of water 
value validity, while the red color represents land that does 
not have a valid value. 

 
Figure 6. NDWI Results on May 2019 

 
Figure 7. NDWI Results July 2019 

 
Figure 8. NDWI Results August 2020 

After obtaining the image from the Normal Difference 
Water Index extraction feature, it is necessary to rasterize 

Curah 
Hujan 

Curah 
Hujan /mm 

Cuaca / 
Celcius 

1 May-19 104 30 
2 Jun-19 65.1 29 
3 Jul-19 52.5 29 
4 Aug-19 45.3 29 
5 Sep-19 53.7 29 
17 Sep-20 63.5 30 
18 Oct-20 98 29 
19 Nov-20 160 29 
20 Dec-20 209.5 29 
21 Jan-21 287.5 27 
22 Feb-21 279 28 
23 Mar-21 180.1 29 
25 Apr-21 148.2 30 
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the NDWI image using Python. Figure 9 demonstrates how 
data can be incorporated into a model, as demonstrated. 

 

Figure 9. NDWI Raster Process 

After completing the raster, a.csv file will be generated, as 
shown in Figure 10. 

 

Figure 10. NDWI Raster Results on May 2019 

From May 2019 to April 2021, a total of twenty-four data 
periods will be utilized. 1 period consists of 517 columns 
and 830 rows, with a total of 12,408 columns and 19,920 
rows in each excel file containing 248,167,360 data points. 
The obtained data consists of a set of numbers representing 
each color pixel that has undergone the raster data process. 
Therefore, it is necessary to calculate the data in order to 
determine the average value of each period prior to 
processing the data. 

After obtaining the raster's output data, search for the 
average value for each period of the raster's data. The data 
must be calculated to determine the average value for each 
period before they can be processed. Figure 11 illustrates 
this. 

 

Figure 10. Calculation Results of the Average Value 

C. Data Preparation 
Following the completion of the hold preprocessing, the 

data for the Simple Moving Average and Holt Winters 
models must be prepared. Following are data from each 
period based on the outcomes of the preprocessing 
procedure detailed in table 2. 

Table 2. NDWI data for the whole period 

 Nilai NDWI Bulan-Tahun Periode 
1 0,05276708 May-19 1 
2 0,11557148 Jun-19 2 
3 0,05525897 Jul-19 3 
24 0,09001209 Apr-21 24 
 

D. Calculation of Holt Winters 

This is a forecasting model for data with trend and seasonal 
patterns. The initial step in forecasting is determining the 
initial value (the overall smoothing value) or calling the 
level. This procedure involves substituting the value from 
the previous year. 

So as to: 

𝐿ଵଶ =  
1

12
+ (0,05276708 + 0,11557148

+ 0,05525897 + ⋯
+ 0,11043278
+ 0,09001209) 

𝐿ଵଶ = 0,10356897  
 

After that, the level value in the 12th period was 
0.10356897. After locating the initial value of the seasonal 
component (St) for the period 1 through 12, the value for 
the component period 1 through 12 is determined: 

𝑆𝑡ଵ = 0,05276708 ÷ 0,10356897 
=  0,50948737 

𝑆𝑡ଶ = 0,11557148 ÷ 0,10356897   
=  1,11588910 

𝑆𝑡ଷ = 0,05525897 ÷ 0,10356897   
= 0,53354757  

 
After obtaining the initial value, a search is conducted for 
the overall smoothing value. From trend, level, and 
seasonal data, it is possible to estimate the parameter values 
to minimize errors based on previous experiments. The 
alpha constant value = 0.2, gamma = 0.2, and beta = 0.1 are 
constants for trend smoothing, level smoothing, and 
seasonal smoothing, respectively. 
24 period 

𝐿ଶସ = 0,2 ×  (0,09001209 ÷ 1,01085039)
+ (1 + 0,2)  
× (0,12244737 + 0,0004584)
=  0,11613379 

𝑏ଶସ = 0,1 ×  (0,11613379 −  0,12244737)
+ (1 − 0,1)  × 0,0004584 
=  −0,0002188 

𝑆ଶସ = 0,2 ×  (0,09001209 ÷  0,11613379)
+ (1 − 0,2)  ×  1,01085039
=  0,96369479 

𝐹ଶସ = (0,12244737 +  −0,0004584) × 1,01085039
= 0,12423934 
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After making a forecast for the period 1 to 24, the next step 
is to make a forecast for the next three months. The 
resulting value is as follows:  
25 period 

𝐹ଶହ = ( 0,11613379 + (1 × −0,0002188)   
× 0,50472699 =  0,05850542 

26 period 

𝐹ଶ଺ = ( 0,11613379 + (2 × −0,0002188 )   
× 1,08147029 =  0,12559524 

27 period 
𝐹ଶ଻ = ( 0,11613379 + (3 × −0,0002188  )   

× 0,54681018 =  0,06350314 

Table 3. Holt Winters Method

After calculating with NDWI data and the results of 
precipitation and weather forecasting data using the 
Holt Winters method, as shown in table 3, the results 
are presented. 

E. Calculation of Simple Moving Average 

Using a number of new actual demand data to generate 
forecast values for future demand is how the Simple 
Moving Average algorithm (moving average) is used 
for forecasting (M. S. Putra & Solikin, 2019). Simple 
moving averages are a straightforward method for 
forecasting (M. S. Putra & Solikin, 2019). SMA is quite 
effective in determining the current trend despite its 
simplicity. 
To find a forecast, one must first determine the initial 
value. This process is carried out by substituting the 
value of the previous year or the first 12 periods with 
the value of the thirteenth forecast until the following 
value is obtained: 
period 13 

𝐹ଵଷ =  
1

12
+ (0,05276708 + 0,11557148

+ 0,05525897 + ⋯
+ 0,17573213 + 0,12997773
+ 0,10469273) 

𝐿ଵଷ = 0,10356897 
 24 period 

𝐹ଶହ =  
1

12
+ (0,10469273 +  0,04972123

+  0,09292387 +  …
+ 0,13482051 + 0,04972123 
+ 0,11043278 ) 

𝐿ଶହ =  0,11203308 
 
After making a forecast for the period 1 to 24, the next 
step is to make a forecast for the upcoming 1 month 
forecast. The value obtained is as follows: 
 

25 period 

𝐹ଶହ =  
1

12
+ (0,04972123 +  0,09292387

+ 0,06064582 + … + 0.08777
+ 0.05043 + 0.08001 ) 

𝐿ଶହ = 0,11080970 

F. Comparison of Holt Winters Model and Simple 
Moving Average 
The forecasting results of the Holt Winters and 
Simple Moving Average models are shown in 
Table 4 below. 

Table 4. Comparison Holt Winters and Simple Moving Average 

Periode NDWI Holt Winters Simple Moving 
Average 

May-20 0,04972123 0,05276708 0,10356897 
Jun-20 0,09292387 0,11410384 0,10331515 
Jul-20 0,06064582 0,05226552 0,10142784 
Feb-21 0,20777327 0,22323101 0,11099173 
Mar-21 0,11043278 0,16447917 0,11366183 
Apr-21 0,09001209 0,12423934 0,11203308 

V. CONCLUSION 
According to the findings of comparative research 
between the Holt Winters model and the Simple 
Moving Average, it can be concluded that:  

1. The Holt Winters model's RMSE, MAE, MAPE, 
and MSE values are known to be 0.03598683, 
0.02748707, 0.13944356, and 0.00129505, while the 
Simple Moving Average's values are 0.09682125, 
0.06338657, 0.53775228, and 0.00937311. 

Periode NDWI Level Trend Seasonal Forecast 
May-20 0,04972123 0,10356897 0 0,50472699 0,05276708 
Jun-20 0,09292387 0,10237331 -0,0001196 1,08147029 0,11410384 
Jul-20 0,06064582 0,09845768 -0,0004992 0,54681018 0,05226552 
Feb-21 0,20777327 0,13006087 0,0015019 1,67770143 0,22323101 
Mar-21 0,11043278 0,12974074 0,0013197 1,18436569 0,16447917 
Apr-21 0,09001209 0,12244737 0,0004584 0,96369479 0,12423934 
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2. The smaller the forecast error value, the more 
effective the model implementation. 
3. The Holt Winters model is the superior model of 
the Simple Moving Average due to the day's low 
forecast error value. 
In this study, 1 period's worth of image data is 
sufficient for 1 period's size, which is 900 MB. In this 
study, 24 periods (2 years) of image data were used, 
resulting in an image data size of 21,6 GB.  
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Abstract − Style Queen Kebaya Store (SQ Kebaya) is a store that is engaged in apparel, its product sales focus includes adult and 
children's kebaya. The negative impact of the Covid 19 Pandemic has proven that the Store (SQ Kebaya) has experienced a decline in 
sales turnover in 2020, therefore the SQ Kebaya Store's efforts to restore its sales activities are by giving gifts for customer appreciation 
during the COVID 19 season through selecting the best customers for the 2020 period. However, the problem faced by SQ Kebaya 
Stores in the process of evaluating the best customer selection is that there is no criterion weight so that the decision making is not 
right on target, making the best customer decisions less efficient because they have to look for customer sales records manually in the 
sales record book. This study produces a web-based decision support system for selecting the best customers at SQ Kebaya Stores 
using the AHP (criteria weight), SAW and WASPAS (best customer ranking) methods, this study produces priority weights and 
importance levels of each criterion, namely status (0.37 ), method of payment (0.23), total spending (0.14), quantity (0.13), intensity of 
visits (0.07), length of subscription (0.07) and the result of ranking the percentage of the largest alternative value is the alternative 
SAW method with an average of 0.6952 , while the WASPAS method is 0.6405. It can be concluded that the right method used to obtain 
the best alternative value is the SAW method. 
 
Keywords - SQ Kebaya, SPK, Best Customer, AHP, SAW, WASPAS 
 

I. INTRODUCTION 
 

Store SQ or SQ Kebaya Store is a store engaged in 
the sale of apparel, the focus of its product sales includes 
adult and children's kebaya, batik skirts, songket skirts, 
adult men's shirts and children of various sizes. 
Competition in the world of trade, especially in the era 
of COVID 19, is getting tougher, one of which is in the 
Tanah Abang Wholesale Center area, Central Jakarta, 
apparel traders are very aggressively carrying out 
various attractive product marketing promotions, which 
aim to increase purchasing power and customer 
enthusiasm for the products being marketed. , maintain 
the existence of stores, as well as keep buying and 
selling activities running during the COVID 19 season. 
The negative impact of this COVID 19 Pandemic has 
made SQ Kebaya Store's revenue decrease in turnover 
by 40% to 60% each month from January to August 
2020. In responding to this The owner of the SQ Kebaya 
Store plans to give gifts to the best wholesale and retail 
customers who meet the shop owner's evaluation criteria 
during the 2020 period for their loyal appreciation of 
being customers at SQ Kebaya Stores during the 
COVID 19 season. This gift-giving activity has taken 
place before in 2017. 2019, but not be going well and 
not on target giving gifts to customers, because shop 
owners have problems choosing the best customers, 
some of the obstacles faced by SQ Kebaya shop owners 

in determining the best customers are still using 
hardcopy (notebooks) in collecting sales transaction 
data, there is no weight For each criterion used in the 
assessment of the best customer selection, it is difficult 
to make efficient decisions due to the absence of a 
decision support system for selecting the best customer. 
From some of the obstacles obtained, a Decision 
Support System (DSS) is needed that can help SQ 
Kebaya Stores in choosing the best customers. This 
study tries to develop a Decision Making System using 
the Analytical Hierarchy Process (AHP) method for 
weighting criteria, Simple Additive Weighting (SAW) 
and the Weight Aggregated Sum Product Assessment 
(WASPAS) method. to find out the ranking of the best 
customer selection decisions. Several previous studies 
that have the same object of study as[1] make a Decision 
Support System (DSS) application design using the 
Simple Additive Weighting (SAW) to determine the best 
customer, then research from [2] made a Decision 
Support System (DSS) application with the Analytchical 
Hierarchy Process (AHP) & Weight Sum Model (WSM) 
method for the selection of the Customer Award 
Recipient, and [3] made a Decision Support System 
(SPK) to determine the best customer in a building store 
using the WASPAS method. 
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A. Decision Support System 

According to Penerapan Metode Profile Matching 
Untuk Menentukan Pemberian Reward Terhadap 
Pelanggan Pada Bisnis Ritel [4] Decision Support 
System (DSS) is a system designed to assist decision 
makers in making decisions. With the DSS, a decision is 
expected to be more similar to a decision that should be 
based on complete and perfect information. Two 
elements contained in the DSS are boundaries and 
guidelines. The limit in question is the extent and 
method of SPK in limiting the decisions of its users. 
Meanwhile, guidelines mean the extent and way of SPK 
providing guidance for users in making decisions. 
 
B. Customers 

Explaining that customers or customers are 
individuals or groups who are accustomed to buying a 
product or service based on their decisions based on 
considerations of benefits and prices who then make 
contact with the company via telephone, mail, and other 
facilities to get a new offer from the company[5]. 
 

C. Analytical Hierarchy Process (AHP) Method 
According to [6],[7]AHP is a decision-making 

method that involves a number of criteria and 
alternatives selected based on consideration of all 
related criteria in a hierarchical form. With a hierarchy, 
a complex problem can be broken down into groups 
which are then arranged hierarchically so that the 
problem will look more structured and systematic. 

 

 
Figure I. Structure of the Analytical Hierarchy Process (AHP)  

 
In detail, describes the procedures and steps of the 
Analytical Hierarchy Process (AHP), namely: 
a. Creating a pairwise comparison matrix of each 

specified criterion. 
b. Specifies the priority of the element. 1) Make pair 

comparisons by comparing elements in pairs 
according to the given criteria. 2) Each pairwise 
comparison matrix is filled in by using numbers to 
describe the relative priority level between 
elements. 

c. Synthesis is a combination of considerations against 
pairwise comparisons to obtain ordered priorities. 

d. Measuring Consistency which means that in 
making a decision, it is important to know how 
much consistency there is to avoid low consistency. 

e. Calculating Consistency  
f. Calculating the ratio Consistency Index (CI). 

● Calculating Consistency Index (CI) with 
equation (2.1) 

𝐶𝐼 = 
ఒ೘ೌೣష೙

௡ିଵ
 (1) 

Where n is the number of elements  
 

● Calculate Consistency Ratio (CR) with 
equation (2.2) 

𝐶𝑅 = 
஼ூ

ூோ
 (2) 

Where IR is the Random Consistency 
Index with values as shown in table 
(2.1): 

 

 
Table I. Value of Indes Random Consistency 

Matrix Size IR Value 
1.2 0.00 
3 0.58 
4 0.90 
5 1.12 
6 1.24 
7 1.32 
8 1.41 
9 1.45 

10 1.49 
11 1.51 
12 1.48 
13 1.56 
14 1.57 
15 1.59 

Checking 

 
The consistency of the hierarchy. If the value is more 

than 10%, then the data judgment assessment must be 
corrected. However, if the consistency ratio (CI/IR) is 
less or equal to 0.1 then the results of the calculations 
that have been carried out can be declared correct. 
 
D. Method Simple Additive Weighting (SAW) 

The SAW method is often also known as the 
weighted addition method. The basic concept of the 
SAW method is to find the weighted sum of the 
performance ratings for each alternative on all attributes. 
The SAW method requires the process of normalizing 
the decision matrix (X) to a scale that can be compared 
with all existing alternative ratings. 
The steps of the SAW method are [8]: 
1. Determine the criteria that will be used as a reference 

in making decisions. 
2. Determine the suitability rating of each alternative 

on each criterion. 
3. Make a decision matrix based on criteria (C), then 

normalize the matrix based on the equation that is 
adjusted to the type of attribute so that a normalized 
matrix R is 

4. The final result is obtained from the ranking process, 
namely the addition of the multiplication of the 
normalized matrix R with the weight vector so that 
the largest value is chosen as an alternative best (A) 
as the solution. 
 
The formula for normalization is: 
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a. variable benefit with the equation (2.3) 
𝑟௜௝

ୀ 
௑೔ೕ

ெ௔௫೔ೕ

                     (3) 

 
b. variable cost with the equation (2.4) 

𝑟௜௝
ୀ 

ெ௜௡೔ೕ

௑೔ೕ

 (4) 

 
 
 

Where: 
𝑟௜௝ = Performance rating normalized 

𝑀𝑎𝑥௜௝ = Maximum value of each row and 
column 

𝑀𝑖𝑛௜௝ = Minimum value of each row and 
column 

𝑥௜௝ = Rows and columns of matrix 
Where 𝑟௜௝  is the normalized performance rating of 
alternative Ai on attribute Cj; i =1,2,... m and j = 
1,2,....n   

 
The preference value for each alternative (𝑉𝑖௜) is 
given as: 

𝑉௜ = ∑௡
௝ୀଵ 𝑊௝𝑅௜௝  (2.5) 

 
Where:  

𝑉𝑖௝ = Final value of alternative 
𝑊௜௝ = Weight that has been determined 

𝑟௚௥௘௔௧௘௥= Normalization matrix 
value 𝑉𝑖௜  indicates that alternative 𝐴௠௘௧௛௢ௗ  is 
preferred  

 

E. Weight Aggregated Sum Product Assessment 
(WASPAS) 
The WASPAS method is to find the priority of the 

most preferred location in accordance with using 
weighting [9] The Weighted Aggregated Sum Product 
Assessment (WASPAS) method is a method that can 
reduce errors or optimize the estimation for the selection 
of the highest and lowest values. Thus, the main 
objective of the MCDMapproaches approach is to select 
the best option from a set of alternatives in the face of 
various conflicting criteria.. The calculation process step 
applies the WASPAS method .  
1. Create a decision matrix 
2. Normalize the x matrix, benefit / cost 
3. Calculate the value of Qi 

𝑄𝑖 

=  0.5 ෍

௡

௝ ୀ ଵ

𝑥௜௝௪ ା଴.ହ𝑛𝑗 ෑ

=  1 (𝑥𝑖𝑗) 𝑤𝑗 

(2.7) 

Where  
𝑄𝑖 : Value from Q to i 

𝑥௜௝௪ : Multiply the value of 𝑥௜௝௪ with a weight 
(w) 

0.5 : 

The best alternative is the alternative that has the 
highest Qi value 

 
F. Unfied Modeling Language (UML) 

According to [9] Unified Modeling Language 
(UML) was introduced to analyze object-oriented 
modules and requirements withassistance use-case and 
actorUML is a widely used modeling language for 
software analysis, design, and implementation. 
Developers . can easily do software development using 
UML 
 
G. Black Box Testing (BBT) 

According to [10] Black box testing is testing 
software in terms of functional specifications without 
testing the design and program code. Black box testing 
is the stage used to test the smoothness of the program 
that has been created. This test is important to do so that 
there are no errors in the flow of the program that has 
been made. 
 

H. Technology Acceptance Method (TAM) 
The Technology Acceptance Model (TAM) is an 

adaptation of the Theory of Reasoned Action Model 
(TRA). This model was developed by Fred D. Davis in 
1986. TAM is a theory that describes the behavior of 
technology users in accepting and using new 
technology. TAM has two main variables that are used 
to predict acceptance of use, namely perceived 
usefulness and perceived ease of use which will affect 
attitudes towards use, behavioral intentions to use and 
ultimately indicateactual system use [11]. 
 

II. RESEARCH METHODOLOGY  
 

A. Research Methods 
This research is a quantitative research method 

where there are certain populations and samples to be 
processed. In more detail, the quantitative data in this 
study came from the results of weighting criteria in the 
process of selecting the best customers at SQ Kebaya 
Stores using the Analytical Hierarchy Process (AHP) 
method. In addition, the Simple Additive Weighting 
(SAW) method and the Weight Aggregated Sum Product 
Assessment (WASPAS) method are used to obtain 
alternative ranking results as one of the final decisions. 

 
B. Population and Sample Selection Methods The 

Population in this study are customers at the SQ 
Kebaya Store, the sample that will be used is the 
prospective customer data at the SQ Kebaya Store. The 
sample selection method used is non-probability 
sampling which depends more on the ability and 
limitations of the researcher in drawing samples. The 
non-probability sampling technique used is purposive 
sampling. Purposive sampling is a non-probability 
technique that is often used because of its simplicity. 
This sample selection method is considered more 
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suitable because the author can adjust the sample to the 
existing population. 
 
C. Data Collection Methods The data 

Collection methods used in this study are: 
1 Interview (interview) 

In this study is the owner of the SQ Kebaya 
Store, namely Elvi Yanti, which aims to be able 
to collect information on how the process of 
choosing the best customers at SQ Kebaya 
Stores and what criteria and weights used in 
making decisions in selecting the best 
customers.  

2 Observation (observation) 
Observation at SQ Kebaya Store aims to find 
out how the process of choosing the best 
customers and find out how the owner of the 
SQ Kebaya Store chooses the best customers. 

3 Literature Study 
The method of collecting data is obtained by 
studying, researching, and reading books, 
information from the internet, journals, theses 
related to the selection of the best customers. 

4 Internal 
Data The internal data used in this study is the 
customer data of the SQ Kebaya Store. 

 

D. Instrumentation The instrumentation 
Used in this study was a questionnaire designed to 

collect data and test the system. The instrumentation are: 
1 Questionnaire weight criteria.  

The criterion weight questionnaire was provided by 
the researcher to determine the assessment criteria 
in choosing the best customers at the SQ store 
kebaya. 

2 Technology Technology Acceptance Model (TAM) 
Questionnaire The Acceptance Model (TAM) [12] 
questionnaire was provided by researchers to 
determine the level of user acceptance of the 
decision support system application to be 
developed. 

 

E. Analysis Techniques, Design and Testing 
1 Analytical 

Techniques The analysis technique used in this 
study uses an object-oriented analysis approach with 
UML. The analysis process is carried out on the results 
of the stages of data collection with interviews and 
literature studies to obtain specifications for the system 
requirements to be developed. In the analysis process, 
the analytical techniques used are: 
- Analysis of data and information obtained from 

interviews, questionnaires and literature studies.  
- Analysis of functional, non-functional, and user 

requirements. Functional requirements modeling to 
describe the system functions and the users 
involved and what functions can be obtained by 
each user are modeled with use case diagrams. 

- System actor analysis. At this stage, an analysis of 
system actors is carried out which is developed and 
modeled with use cases that run in the system. 

- In this study, the best customer selection technique 
uses the Analytical Hierarchy Process (AHP) 
method for weighting the criteria, Simple Additive 
Weighting (SAW) and the Weight Aggregated Sum 
Product Assessment (WASPAS) method to 
determine the final total value of the sum of all the 
largest alternative values which will later be The 
SAW or WASPAS method is chosen to be used to 
determine the best customer ranking results. 
 

2 Design Techniques 
In designing and developing a prototype decision 

support system to choose the best customers at the SQ 
Kebaya Store, the author uses the prototyping proposed 
by Roger S Pressman, where there are 5 main stages in 
the process, namely communication, quick plan, 
modeling quick plan, construction of prototype and 
deployment delivery & feedback. The first stage of 
communication, the author tries to communicate and 
identify the general concept and design of the prototype 
by asking directly the owner of the SQ Kebaya Store 
which is adjusted to the results of the AHP, SAW and 
WASPAS analysis. In the second stage, the author will 
start planning the prototype of the DSS, namely the 
quick plan , then carry out the design, namely the quick 
plan modeling in the third stage. At the design stage, the 
author uses the Unified Modeling Language (UML) 
tool, while in the implementation stage the author uses 
several tools , namely PHP Hypertext Preprocessor 
(PHP) and database . The fourth stage is the 
construction of prototyping DSS, at this stage the 
prototype begins to be developed in accordance with the 
planning and design in the previous stage. The fifth stage 
is deployment delivery & feedback. At the last stage, the 
prototype is put into use and tested, repairs will be made 
immediately if there are deficiencies. 
 
3. Testing Techniques 

System testing is carried out using the blackbox 
testing [13] to identify the reliability and functionality of 
the decision support system application later. After it is 
deemed appropriate, a Test Acceptance Model (TAM) 
[14],[15] will then be carried out to find out how far the 
level of user acceptance is for using the application 
(Decision Support System) to choose the best customer. 
A TAM questionnaire will be prepared to be filled out 
by users containing their assessment of the application. 

 

III. RESULTS AND DISCUSSION 
 

A. Alternative 
The author uses a non-probablity sampling method. 

In this research, the population is shop customers 
proposed by the owner of the SQ Kebaya Store in 2020 
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as many as 225 customers. For criteria the length of 
subscription is calculated based on the number of days, 
for example 648 days.  
 

Table III. Example of Alternative Data Research 

 
 

B. Method Analytical Hierarchy Process (AHP) 
At this stage the author begins to determine and 

weight the criteria, the determination of the criteria has 
been determined by the owner of the SQ Kebaya Store, 
and to determine the weight of the criteria obtained from 
the results of the criteria weight questionnaire which 
was previously filled in by the Store Owner. SQ Kebaya. 
The calculation results are as in table IV. 
 

 
Table IV. Pairwise Comparison Matrix 

 
 
 
 
 
 

Table V. Pairwise Comparison Matrix Values in Decimal 

 
 

In Table V, there is a row TOTAL which is the 
result of the sum of all rows in each criterion. The details 
of the calculation are as follows: 

 
C1=1.00+0.50+0.33+0.33+0.20+0.25=2.62 
C2=2.00+1.00+0.50+0 ,50+0.25+0.33=4.58 
C3=3.00+2.00+1.00+1.00+0.50+0.33=7.83 
C4=3.00+2 ,00+1.00+1.00+0.50+0.50=8.00 

C5=5.00+4.00+2.00+2.00+1.00+1.00=15, 00 
C6=4.00+3.00+3.00+2.00+1.00+1.00=14.00 

 

Table VI. Matrix Normalization 

 
 

Details of the calculation of the matrix 
normalization value in Table VI are as follows: 

 
Status (C1) 

 
C1: 1.00/2.62=0.38 
C2: 0.50/2.62=0.19 
C3: 0.33 /2.62=0.13 
C4: 0.33/2.62=0.13 
C5: 0.20/2.62=0.08 
C6: 0.25/2.62=0.10 

 
 

Total Belanja (C3) 
 

C1: 3.00/7.83=0.38 
C2: 2.00/7.83=0.26 
C3: 1.00/7.83=0.13 
C4: 1.00/7, 83=0.13 
C5: 0.50/7.83=0.06 
C6: 0.33/7.83=0.04 

Intensitas Kunjungan 
(C5) 

 
C1: 5.00/15.00=0.33 
C2: 4.00/15.00=0.27 
C3:2.00/15.00=0.13 
C4: 2.00/15.00=0.13 

C5: 1.00/15.00=0 
.07 

C6: 1.00/15.00=0.07 

Cara Pembayaran 
(C2) 

 
C1: 2.00/4.58=0.44 
C2: 1.00/4.58=0.22 
C3: 0 .50/4.58=0.11 
C4: 0.50/4.58=0.11 
C5: 0.25/4.58=0.05 
C6: 0.33/4.58=0.07 

Kuantitas (C4) 
 

 
C1: 3.00/8.00=0.38 
C2: 2.00/8.00=0.25 
C3: 1.00/8.00=0.13 
C4: 1.00/8 ,00=0.13 
C5: 0.50/8.00=0.06 
C6: 0.50/8.00=0.06 

Lama Berlangganan 
(C6) 

 
C1: 4.00/14.00=0, 29 
C2: 3.00/14.00=0.21 
C3: 3.00/14.00=0.21 
C4: 2.00/14.00=0.14 
C5: 1.00/14.00= 0.07 
C6: 1.00/14.00=0.07 

 
 
 
 

Table VII. Eigen Vector 

 
 
Details of priority weight calculation (eigen vector) in 

Table VII are as follows: 
 

C1: (0.38+0.44+0.38+0.38+0.33+0.29)/6 = 0.37 
C2: (0.19+0.22+0.26+0.25+0.27+0.21)/6 = 0.23 
C3: (0.13+0.11+0.13+0, 13+0.13+0.21)/6 = 0.14 
C4: (0.13+0.11+0.13+0.13+0.13+0.14)/6 = 0.13 
C5 : (0.08+0.05+0.06+0.06+0.07+0.07)/6 = 0.07 
C6: (0.10+0.07+0.04+0.06 +0.07+0.07)/6 = 0.07 

 
Table VIII. Pairwise Comparison Value Multiply By Weight 

(Maximum Eigen) 
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Details for calculating the vectorare as follows: 
C1: (1.00*0.37) + (2.00*0.23) + (3.00*0,14) + 
(3.00*0.13) + (5.00*0.07) + (4.00*0.07) = 2.236 
C2: (0.50*0.37) + (1.00 *0.23) + (2.00*0.14) + 
(2.00*0.13) + (4.00*0.07) + (3.00*0.07) = 1.419 
C3: (0.33*0.37) + (0.50*0.23) + (1.00*0.14) + 
(1.00*0.13) + (2.00*0.07) + ( 3.00*0.07) = 0.843 
C4: (0.33*0.37) + (0.50*0.23) + (1.00*0.14) + 
(1.00*0.13 ) + (2.00*0.07) + (2.00*0.07) = 0.774 
C5: (0.20*0.37) + (0.25*0.23) + (0.50*0.14) + 
(0.50*0.13) + (1.00*0.07) + (1.00*0.07) = 0.399 
C6: (0.25*0.37) + (0 .33*0.23) + (0.33*0.14) + 
(0.50*0.13) + (1.00*0.07) + (1.00*0.07) = 0.413 

 
Table IX. The results of the division of vector values to priority 

weights. The 

Criteria Vector Weight Result (λ) 

Status (C1) 2,236 0,37 6,1 

Payment 
method (C2) 

1,419 0,23 6,1 

Total 
Shopping (C3) 

0,843 0,14 6,0 

Quantity (C4) 0,774 0,13 6,1 

Intensity Visit 
(C5) 

0,399 0,07 6,1 

Long 
Subscription 

(C6) 
0,414 0,07 6,0 

 
Details of the calculation are as follows: 

C1: 2.236/0.37=6.1 
C2: 1.419/0.23=6.1 
C3: 0.843/0.14=6.0 
C4: 0.774/ 0.13=6.1 
C5: 0.399/0.07=6.1 
C6: 0.414/0.07=6.0 

 

𝑚𝑎𝑥 =
(6.1 + 6.1 + 6.0 + 6.1 + 6, 1 + 6.0)

6
= 6.1 

 

(𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 𝐼𝑛𝑑𝑒𝑥) 𝐶𝐼 =
(6.1 − 6)

(6 − 1)
= 0.014 

 
If the value of CR < 0.1 then the data and 

calculations are considered consistent, but if CR > 0.1, 
then need to be recalculated.  

 

(𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 𝑅𝑎𝑡𝑖𝑜) 𝐶𝑅 =
0.014

1.24
=  0.0112 

 
From the results of the calculation of the CR value, 
obtained CR <0.1 which indicates the consistency of the 

calculation. Thus, the value of the priority weight or 
eigenvector obtained can be used in this study. 
 

C. Simple Additive Weighting (SAW) Method and 
Weight Aggregated Sum Product Assessment 
(WASPAS) Method 

 
Table X. Attributes of Each Criteria for Best Customer Selection at 

SQ Kebaya 

No Criteria 
Criteria 
Name 

Atribut Weight 

1 C1 
Intensity 

Visit 
Benefit 0,37 

5 C2 
Long 

Subscription 
Benefit 0,23 

3 C2 
Payment 
method 

Benefit 0,14 

2 C4 
Total 

Shopping 
Benefit 0,13 

4 C5 Quantity Benefit 0,07 
6 C6 Status Benefit 0,07 

 
 
Table XI. Crips Data for Each Best Customer Criteria for SQ Kebaya 

Store 
Criteria 

Code 
Criteria Name Crips Score 

C1 Intensity Visit > 24 5 
C1 Intensity Visit 20 sd 24 4 
C1 Intensity Visit 13 sd 19 3 
C1 Intensity Visit 7 sd 12 2 
C1 Intensity Visit < 6 1 

C2 
Long 

Subscription > 24 Month 5 

C2 Long 
Subscription 19 sd 24 Month 4 

C2 
Long 

Subscription 13 sd 19 Month 3 

C2 
Long 

Subscription 6 sd 12 Month 2 

C2 
Long 

Subscription < 6 Month 1 

C3 
Payment 
method 

Cash 5 

C3 
Payment 
method 

Credit 1 

C4 Total Shopping > Rp. 50.000.000 5 

C4 Total Shopping 
Rp. 10.000.000 sd Rp. 

50.0000 
4 

C4 Total Shopping 
Rp. 5.000.000 sd Rp. 

10.000.000 
3 

C4 Total Shopping 
Rp. 500.000 sd Rp. 

5.000.000 
2 

C4 Total Shopping < Rp. 500.000 1 
C5 Quantity > 200 5 
C5 Quantity 150 sd 200 4 
C5 Quantity 100 sd 150 3 
C5 Quantity 50 sd 100 2 
C5 Quantity 1 sd 50 1 
C6 Status Paid Off 5 
C6 Status Not Yet Paid Off 1 

 
Table XII. Alternative Attribute Values Based on Crips Data 

Conversion 
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- Normalization SAW & WASPAS Method 
 

a. Visit Intensity 
Because of the benefits, 
then look for max 

(1,2,3) = 3 
 
 

𝑟ଵ ଵ =  
1

3
=  0.33 

 

𝑟ଶ ଵ =  
1

3
=  0.33 

 

𝑟ଷ ଵ =  
1

3
= 0.33 

 
. 
. 
. 

𝑟ଶଶହ ଵ =  
1

3
=  0.33 

 

c. Payment 
Methods 

Because of the 
benefits,  

then find max (1,5) = 
5 

 
 

𝑟ଵ ଷ =  
5

5
=  1 

 

𝑟ଶ ଷ =  
5

5
=  1 

 

𝑟ଷ ଷ =  
5

5
= 0, 1 

 
. 
. 
. 

𝑟ଶଶହ ଷ =  
5

5
= 1 

 

e. Quantity 
Because of the benefit,  
then find max 

(1,2,3,4,5) = 5 
 
 
 

𝑟ଵ ହ =  
1

5
=  0.2 

 

𝑟ଶ ହ =  
1

5
=  0.2 

 

𝑟ଷ ହ =  
1

5
= 0.2 

 
. 
. 
. 

𝑟ଶଶହ ହ =  
1

5
=  0.2 

 

b. Length of 
subscription 

Due to benefits,  
then find max (2,3,4) = 4 
 

𝑟ଵ ଶ =  
4

4
=  1 

 

𝑟ଶ ଶ =  
3

4
=  0.75 

 

𝑟ଷ ଶ =  
4

4
= 1 

 
. 
. 
. 

𝑟ଶଶହ ଶ =  
3

4
=  0.75 

 

d. Total 
Expenditure 

Due to benefits, 
then find max 

(1,2,3,4) = 4 
 
 

𝑟ଵ ସ =  
2

4
=  0.5 

 

𝑟ଶ ସ =  
1

4
=  0.25 

 

𝑟ଷ ସ =  
2

4
= 0.5 

 
. 
. 
. 

𝑟ଶଶହ ସ =  
1

4
=  0.25 

 

f. Status 
Because of the benefits,  
then find max (1,5) = 5 
 
 

𝑟ଵ ଺ =  
5

5
=  1 

 

𝑟ଶ ଺ =  
5

5
= 1 

 

𝑟ଷ ଺ =  
5

5
= 1 

 
. 
. 
. 

𝑟ଶଶହ ଵ =  
5

5
= 1 

 

 
Table XIII. Normalization Result of Alternative 

 
 
1 Value Calculating Alternative Value 
- Calculating Alternative Value of SAW Method 

The calculation of alternative value of SAW 
method is as follows: 

𝑉ଵ = (0.07 ∗ 0.33) + (0.07 ∗ 1) + (0.23 ∗ 1) + (0.14 ∗ 0, 5) +
(0.13 ∗ 0.2) +     (0.37 ∗ 1) =  0.78933 

𝑉ଶ = (0.07 ∗ 0.33) + (0.07 ∗ 0.75) + (0.23 ∗ 1)
+ (0.14 ∗ 0.25) + (0.13 ∗ 0.2) +  

    (0.37 ∗ 1) = 0.73683 
𝑉ଷ = (0.07 ∗ 0.33) + (0.07 ∗ 1) + (0.23 ∗ 1) + (0.14 ∗ 0.5) + 

    (0.13 ∗ 0.2) + (0.37 ∗ 0.1) =  0.78933 
 . 
 . 
 . 
𝑉ଶଶହ = (0.07 ∗ 0.33) + (0.07 ∗ 0.75) + (0.23 ∗ 1)

+ (0.14 ∗ 0.25) + (0.13 ∗ 0.2) + 
     (0.37 ∗ 1) =  0.73683 

 
- Calculating the Alternative Value of the WASPAS 

Method  
The calculation of the alternative value of the 
WASPAS method is as follows: 

𝑄ଵ = 0.5 ∑ (0.33 ∗ 0.07) + (1 ∗ 0.07) + (1 ∗ 0.23) + (0.5 ∗

0.14) + (0.2 ∗ 0.13) + (1 ∗ 0.37) = 0.5 ∑ (0.39467) 
 = 0.5 ∑ (0.330.07) ∗ (10.07) ∗ (10.23) ∗ (0.50.14) ∗

(0.20.13) ∗ (10.37) = 0.5 ∏ (0.34085) 
 = 0.5 ∑ (0, 39467 + 0.5)(∏ 0.34085)   
 = 0.5 ∗ (0.39467) + 0.5 ∗ (0.34085)  
 = 0.73552 
  
𝑄ଶ = 0.5 ∑ (0.33 ∗ 0.07) + (0.75 ∗ 0.07) + (1 ∗ 0.23) +

(0.25 ∗ 0.14) + (0.2 ∗ 0.13) + (1 ∗  0.37) =

0.5 ∑ (0.36842) 
 = 0.5 ∑ (0.330.07) ∗ (0.750.07) ∗ (10.23) ∗

(0.250.14) ∗ (0.20.13) ∗ (10.37) = 0.5 ∏ (0.30316) 
 = 0.5 ∑ (0.36842 + 0.5)(∏ 0.30316)   
 = 0.5 ∗ (0.36842) + 0.5 ∗ (0.30316)   
 = 0.67158  
  
𝑄ଷ = 0.5 ∑ (0.33 ∗ 0.07) + (1 ∗ 0.07) + (1 ∗ 0.23) + (0.5 ∗

0.14) + (0.2 ∗ 0.13) + (1 ∗ 0.37) = 0, 5 ∑ (0.39467) 
 = 0.5 ∑ (0.330.07) ∗ (10.07) ∗ (10.23) ∗ (0.50.14) ∗

(0.20.13) ∗ (10.37) = 0.5 ∏ (0.34085) 
 = 0.5 ∑ (0, 39467 + 0.5)(∏ 0.34085)   
 = 0.5 ∗ (0.39467) + 0.5 ∗ (0.34085)   
 = 0.73552  
 . 
 . 
 . 
  
𝑄ସ = 0.5 ∑ (0.33 ∗ 0.07) + (0.75 ∗ 0.07) + (1 ∗ 0.23) +

(0.25 ∗ 0.14) + (0.2 ∗ 0.13) + (1 ∗ 0.37) =

 0.5 ∑ (0.36842) 
 = 0.5 ∑ (0.330.07) ∗ (0.750.07) ∗ (10.23) ∗

(0.250.14) ∗ (0.20.13) ∗ (10.37) = 0.5 ∏ (0.30316) 
 = 0.5 ∑ (0.36842) + 0.5 ∏ (0.30316)   
 = 0.5 ∗ (0.36842) + 0.5 ∗ (0.30316)   
 =  0.67158  

 
2 Calculating Alternative Ranking 
 

Table XIV. Ranking Results of the Best Customers at SQ Kebaya 
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From table XIV the results of the ranking above 
show the largest percentage of alternative values, 
namely the results of the alternative SAW method with 
an average of 0.6952, while the WASPAS method is 
0.6405. It can be concluded that the right method and 
can be used to obtain the largest alternative in the case 
of making the decision to choose the best customer at 
the SQ Kebaya Store is the SAW method where the final 
value of a large alternative indicates that the best 
alternative is preferred [9]. It is hoped that this SAW 
method is appropriate to use to select the best customers 
at the SQ Kebaya Store. 

 

D. System Design 
At this stage, the author uses the Unified Modeling 

Language (UML) tool to describe the system design in 
general. The results of the design can later be used as 
documentation for future system development. 
 

Protoype Design 
 

 
Figure II. Transaction Page Display 

 

 
Figure III. Alternative Page Views 

 

 
Image IV. Image Conversion Alternative Page Views 

 

 
V. SAW Normalization Page Display 

 

 
Figure VI. The Alert Normalization Page Display 

 

 
Figure VII. Best Customer Ranking Results Page Display 
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E. Testing Prototype 
1 Testing Black Box Testing (BBT)  

At this stage testing of the SQ Store web 
application, the test is carried out by running the SQ 
Kebaya Store web application by inputting, editing, 
deleting, searching, printing, uploading data and see 
output is as expected. 
 
2. Testing Technology Acceptance Method (TAM) 

Testing Questionnaire 
 

Table XV. Results of Respondents' Recap of Perceive Usefulness 
Construct (Perceive Usefulness) 

Name Part 
Question 

1 2 3 4 5 6 
Elvi Yanti Shop Owner 5 5 5 5 5 5 

Alfina Diniati Shop Employee 4 4 4 5 5 5 
M. Fatah Shop Employee 5 5 4 4 5 5 

Titi Suryati Shop Employee 5 5 5 5 5 5 
Nanda Pratiwi Shop Employee 4 5 4 4 4 5 

Table XVI. Results of Respondents' Recap of Perceive Ease of Use 
(Perceive Ease of Use) 

Name Part 
Question 

1 2 3 4 5 
Elvi Yanti Pemilik Toko 5 5 5 4 5 

Alfina Diniati Pegawai Toko 4 5 4 3 5 
M. Fatah Pegawai Toko 5 5 5 3 5 

Titi Suryati Pegawai Toko 5 5 5 5 5 
Nanda Pratiwi Pegawai Toko 5 5 4 5 5 

 
Table XVII. Results of Respondents' Recap of User Acceptance 

(User Acceptance) 

Name Part 
Question 

1 2 3 4 
Elvi Yanti Pemilik Toko 4 5 5 5 

Alfina Diniati Pegawai Toko 4 4 5 5 
M. Fatah Pegawai Toko 4 4 5 5 

Titi Suryati Pegawai Toko 4 4 5 5 
Nanda Pratiwi Pegawai Toko 4 5 5 5 

 
Table XVIII. Percentage of Likert Scale Score 

Score Interveal Description 
0% - 19,99% Strongly Disagree 
20% - 39,99% Don't agree 
40% - 59,99% Neutral 
60% - 79,99% Agree 
80% - 100% Strongly agree 

 
Table XIX. Results of Calculation of Percentage of Useful Perceived 

Code Weight 
Question 

Total 
1 2 3 4 5 6 

SA 5 1 3 1 2 3 4 14 
A 4 4 1 2 2 2 1 12 
N 3 0 1 1 1 0 0 3 

DA 2 0 0 0 0 0 0 0 
SD 1 0 0 0 0 0 0 0 

Number of 
respondents 

5 5 5 5 5 5  

Skor Aktual 21 22 16 21 23 24 127 
Ideal Score 25 25 25 25 25 25 150 

 

Score % Actual Score = 
ଵଶ଻

ଵହ଴
∗ 100 =  84.7% 

 
Table XX. Calculation Results Percentage Score Perception of Ease 

Code Weight 
Question 

Total 
1 2 3 4 5 

SA 5 3 0 1 0 3 7 

A 4 2 4 2 3 2 13 
N 3 0 1 2 2 0 5 

DA 2 0 0 0 0 0 0 
SD 1 0 0 0 0 0 0 

Number of 
respondents 

5 5 5 5 5  

Skor Aktual 23 19 19 18 23 102 
Ideal Score 25 25 25 25 25 125 

 

% Actual Score = 
ଵ଴ଶ

ଵଶହ
∗  100 =  81.6% 

 
Table XXI. Calculation Results Percentage Score User Acceptance 

Code Weight 
Question 

Total 
1 2 3 4 

SA 5 0 0 2 5 7 
A 4 2 3 3 0 8 
N 3 3 2 0 0 5 

DA 2 0 0 0 0 0 
SD 1 0 0 0 0 0 

Number of 
respondents 

5 5 5 5  

Actual Score 17 18 22 25 82 
Ideal Score 25 25 25 25 100 

 

% Actual Score = 
଼ଶ

ଵ଴଴
∗  100 =  82% 

 
 

Table XXII. Conclusion Testing 

No 
Testing 
Aspect 

Actual 
Score 

Ideal 
Score 

% Ideal 
Score 

Description 

1. 
Useful 
Perception 

127 150 84,7 % 
Strongly 
Agree 

2. 
Perception 
of Ease 

102 125 81,6 % 
Strongly 
Agree 

3. 
User 
Acceptance 
Perception 

82 100 82 % 
Strongly 
Agree 

 

IV. CONCLUSION 
 
A. Conclusion 

Based on the problems, literature study, research 
reviews, research objects and research methodology in 
the decision support system to choose the best customers 
at SQ Stores Kebaya with AHP, SAW, and WASPAS 
methods. So it can be concluded as follows: 
1. This research produces a web-based decision 

support system with the AHP method as a 
weighting method and gets the results of the priority 
weights and importance levels of each criterion, 
namely status (0.37), payment method (0.23), total 
spending (0.14).Store owners be SQ accurate (right 
on target) in choosing the best customers.   

2. The results of ranking the best customers obtained 
the largest percentage of alternative values, namely 
the results of the alternative value of the SAW 
method with an average of 0.6952, while the 
WASPAS method was 0.6405. It can be concluded 
that the right method and can be used to obtain the 
optimal best alternative in the case of making the 
decision to choose the best customer at the SQ Store 
Kebaya is the SAW method. So it is hoped that this 
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SAW method is used appropriately to choose the 
best customers at SQ Stores kebaya. 

3. The results of the User Acceptance Test (UAT) test 
using the Technology Acceptance Method (TAM) 
by emphasizing on 3 aspects of the test. The result 
of the percentage score based on the Usability 
aspect is 84.7%, the percentage score for the 
Convenience aspect is 81.6% and the percentage 
score for the User Acceptance aspect is 82%. In 
general, the percentage of the UAT score in this 
study was 82.7% and based on the score interval it 
can be concluded that the user Strongly Agrees with 
the Decision Support System (DSS) for Selecting 
the Best Customers by Using the Analytical 
Hierarchy Process (AHP), Method Simple Additive 
Weighting Method ( PBUH) and Stores Weight 
Aggregated Sum Product Assessment (WASPAS) 
Method at SQ kebaya. 
 

B. Suggestions 
Based on the conclusions of existing research, the 

suggestions that the authors give for the development of 
a Decision Support System (DSS) to Choose the Best 
Customers Using the Simple Additive Weighting (SAW) 
and Method Weight Aggregated Sum Product 
Assessment (WASPAS) pada Toko SQ Kebaya yaitu:  
1. This research can be continued with different 

decision support system methods in selecting the 
best customer, and the information system model 
can be developed even better. 

2. The SQ Kebaya Store can provide input and 
suggestions for improvements to the research that 
has been done. 
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Abstract − There is an urgent need to make a graduation information system at Matana university. This system is needed, 
especially for students, secretariat, and finance. Several other things to consider, namely the number of participants and 
the graduation committee are more than 300 people, delegation of system development to one person, many users are still 
unfamiliar with integrated information systems based on information technology (IS/IT), the Corona pandemic, and can 
anticipate sudden changes. Therefore, we need a software development model that fits these conditions. The research 
methods for making this model, such as study of literature, interview, observation, model creating and model testing. This 
software development model is called Patas (Cepat Terbatas), it is rapid and limited. This model has six phases, i.e., user 
requirements, selection of devices, modification, evaluation, implementation, and maintenance. This model is then 
implemented to the development of Matana University graduation information system (MUGIS). MUGIS based on web 
has been successfully built using the Patas model. MUGIS features prospective graduate registration, payment, sending 
information to participants (personal or mass) by email, dashboard, privilages user, attendance for graduates by QR Code, 
change profile and content management. MUGIS is used from graduation preparation to graduation day. Thus, the Patas 
model can be an alternative model in software development. To use the Patas model, an expert is needed. In the future, 
the Patas model needs to be tried for the development of a different information system or software. 
 
Keywords – Patas Model, Software Development, Graduation Information System, QRCode, Web 

I. INTRODUCTION 
In 2021, Matana University (MU) will graduate its 

students. At this graduation, I started to think about 
utilizing the graduation information system (GIS), inspired 
when MU successfully held the 2019 SLKI (Seminar dan 
Lokakarya Kualitatif Indonesia)[1]. The existence of GIS 
is expected to assist in the capture, process and distribution 
of data and information from preparation to the event. 

The Corona pandemic was still ongoing when the 3rd 
MU graduation was being prepared[2]. Therefore, GIS is 
expected to be able to help the presence of graduation 
participants on the graduation day, to avoid crowds (social 
distancing) and presence with shared ballpoint. GIS core 
users are graduation participants, secretariat section, and 
finance section, where they have access rights to GIS. The 
secretariat section not only requires data such as profiles of 
graduation participants along with photos and sizes of 
gowns and their presence on graduation day, but also sends 
information or announcements. The finance section 
requires profile data and payment of graduation 
participants. Graduation participants need information 
regarding schedules, invitations, QR Code for presence. It 
is known that the number of graduation participants and 
committee members is more than 300 people, many of 
whom are not used to using integrated GIS. GIS 
development is delegated to one person, who can anticipate 
sudden changes or additional needs, where development 
time is short.   

Of course, it is not easy to develop GIS integrated with 
these conditions. Although there are many models of 
software development [3], [4], they are not necessarily 
suitable for the conditions encountered. Therefore, a 
software development model is needed that is in 

accordance with the conditions encountered to be able to 
respond to it and then apply it so that it can produce the 
desired integrated GIS immediately. 

In previous studies, used the Prototyping[1] and 
Scrum[5] models, but the systems developed and the 
conditions were different. Several campuses have 
developed graduation information systems[6],[7],[8], or 
digital graduation management system[9] . The 
development of the system not only has a different 
background or context, but also the development model and 
its features. Several software development models in 
Indonesia are mostly carried out using the Waterfall or 
Prototyping models, rarely developing their own models 
according to the conditions encountered. Most of the GIS 
developed are web-based. This is because it can be 
accessed easily through a browser on personal computers, 
notebooks, tablets, or smartphones. PHP is a popular 
programming language in Indonesia for creating web-based 
programs or applications[10],[11]. 

The background and context for the development of the 
Matana University graduation information system 
(MUGIS) are certainly different. No development model 
fits the background or context yet. It is necessary to identify 
it first to determine the successful development model [12]. 
Therefore, it is necessary to have a suitable model to 
produce such integrated GIS immediately, MUGIS. 

This research resulted in a software development model 
that was implemented to the development of MUGIS. In 
addition, a web-based integrated graduation information 
system was also produced between graduation participants, 
the secretariat section, and the finance section.  
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II. RESEARCH METHODOLOGY  
 

The research method used is as shown in Figure 1, 
consisting of study of literature, interview, observation, 
model creating and model testing. 
 
 

Figure 1. Research method 
 

Study of literature to obtain an overview of previous 
studies related to the development of MUGIS, software 
development models and software engineering. 

Interview, interviewing several people to find out the 
needs and specifications of the integrated GIS. Interviewed 
users, such as committee chairmen, PIC of the secretariat 
and PIC of the finance. 

Observation, observation of related documents, 
services, software, and hardware available. Observations 
were also made on several users. Observation results help 
in determining the tools to be used in development MUGIS. 

Model Making, the model is made by approaching the 
conditions encountered, and the expertise of the delegated 
person. Many applications do not need to be made from 
scratch, but can take advantage of applications or programs 
that are deliberately shared for free on github such as 
PHPMailer[13], sourceforge such as PHP QR Code[14], 
books such as creating a CMS[15] or other sites, such as 
jQuery[16], Bootstrap[17] and of course there are many 
more that can be utilized. To suit the needs, the application 
or program that is shared needs to be modified. However, 
in the model it is necessary to anticipate the additional 
needs or changes that the user wants. Before 
implementation, it needs to be evaluated by the user. After 
implementation, it needs to be monitored for improvements 
if errors or problems still occur. 

Model Testing, the model was tested to be implemented 
to the development of a web-based integrated MUGIS. The 
results of this testing will provide useful feedback to 
improve the model. 

 
 
 
 
 
 

III. RESULTS AND DISCUSSION 
 

 

 
Figure 2. Patas model 

 
The model for MUGIS development was successfully 

created, called Patas. The abbreviation of Patas is Cepat 
Terbatas(in Bahasa), Rapid Limited (in English), Figure 2. 
The Patas model has 6 phases, i.e., user requirements, 
selection of devices, modification, evaluation, 
implementation, and maintenance. From evaluation, you 
can return to user requirements to accommodate user needs 
or changes. 

User requirements, this phase is to find out the needs or 
specifications of the user for the system to be developed. At 
this phase, the basic and important requirements are first 
obtained in order to obtain an overview of the system being 
built. 

Selection of devices, based on the requirements and 
specifications obtained, is then followed by searching for 
the appropriate devices to develop the system. Example: 
shared use of open source or free software. Efforts are made 
to select for the appropriate devices that are easy to learn 
and have adequate documentation. 

Modification, not all the selected tools are in accordance 
with the needs of the user or developer. At this phase, 
modifications can be made by adding or removing features, 
integrating with other programs or applications or systems. 

Evaluation, the system that has been built needs to be 
evaluated. The results of this evaluation inform whether the 
needs of the user have been accommodated. At this phase, 
it is possible to return to the user requirements phase to 
accommodate additional needs or changes that occur. 
However, instead, it will be passed on to the 
implementation phase. 

At the implementation phase, installation, data 
migration and training are carried out. After everything is 
ready and suitable for use, proceed to the maintenance 
phase. 

Maintenance is the final phase. At this phase it is carried 
out for repairs - minor repairs, data backup. 

The following is the result of applying the Patas model 
to develop GIS at Matana University. Figure 3, is the 
homepage of the Matana University GIS, which is made in 
the form of a content management system (CMS) with 
homepage features, about us, news, galleries, agendas, 
guidelines, search, and login.   

 

Study of literature 

Interviews 

Observation 

Model Creating 

Model Testing 
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Figure 3. Homepage 

 
These GIS users can login to gain access rights. The 

login form can be seen in Figure 4. Each user will have 
their’s features.  

 

 
Figure 4. Form login 

 
Graduation participants have dashboard, profile, 

registration, and installment payment features, as shown in 
Figure 5. In the page, graduation participants can input data 
like graduation service (online or offline), upload receipt of 
payment/transfer, choose the size of the gown, upload 
photos and notes to the committee. 

 

 
Figure 5. Page for graduation participants 

 
The secretariat section has dashboard features, profiles, 

info and participants, Figure 6. The secretariat can monitor 
graduation participants, those who registered or not, paid or 
not, the total number of graduation participants. Not only 
that, but also can send emails privately or blast. 

 

 
Figure 6. Page for secretariat section 

 
The finance section has dashboard, profile, info and 

participant features, Figure 7. Apart from being able to 
monitor graduation participants. The finance section can 
change the student registration status to "Registered (Paid)" 
if the payment has been made. 
 

 
Figure 7. Page for finance section 

 
CMS is managed by Admin. Some CMS features such 

as CMS configuration, gallery, news, announcements, 
adding users, backup and restore data. 

Filling in the guest book which was usually done at the 
last graduation, is now being changed by presence via a QR 
Code. Before, The QR Code is distributed to each 
participant along with the distribution of invitations by 
email. On graduation day, the graduation participants 
showed their respective QR Codes to be read by the QR 
Code Reader owned by the committee, Figure 8.  
 
 

 
Figure 8. Presensi peserta wisuda 

 
MUGIS was used from the preparation for the 

graduation ceremony to graduation day. MUGIS has been 
proven to help to reduce committee workload, paper and 
printer ink efficiency, data transparency, support health 
protocols during the Corona pandemic (social distancing), 
easy to capture and distribution of data or information, 
monitoring of graduation participants (during registration 
and attendance) easly, can be accessed anytime and 
anywhere. This MUGIS played a very important role in the 
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success of the third graduation ceremony at Matana 
University.  

IV. CONCLUSION 
The Patas (Cepat Terbatas) software development 

model was built successfully. The implementation of the 
Patas model resulted in the Matana University Graduation 
Information System (MUGIS). The Patas model can be an 
alternative model for software development. To use the 
Patas model, an expert is needed, so that the selection of 
assistive devices and modifications runs smoothly. In the 
future, the Patas model needs to be tried for the 
development of different information systems or software. 
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Abstract − The application of the SIFT (Scale Invariant feature transform) algorithm and the RGB color histogram in Matlab can detect 
the suitability of objects in digital images and perform tests accurately. In this study, we discuss the implementation to obtain object 
compatibility on digital images that have been manipulated using the SIFT Algorithm method on the Matlab source, namely by 
comparing the original image with the manipulated image. The suitability of objects in digital images is obtained from the large number 
of keypoints obtained, other additional parameters, namely comparing the number of pixels in the analyzed image, as well as changes 
in the histogram in RGB color in each analyzed image. The purpose of this research is how to apply the SIFT (Scale Invariant feature 
transform) Algorithm and RGB color histogram to detect the suitability of objects in digital images and perform tests accurately. This 
study discusses the implementation to obtain object compatibility in digital images that have been manipulated using the SIFT 
Algorithm method on Matlab sources, namely by comparing the original image with the manipulated image. The application of the 
SIFT Algorithm (Scale Invariant Feature Transform) and RGB color histogram in determining the similarity of the keypoint location 
and the number of pixels in the image, to obtain object compatibility in digital images in matlab was successfully implemented and 
based on the test results obtained accuracy in identifying images in digital images. 
 
Keywords – Image Processingl, Copy-Move, SIFT, Histogram RGB 

I. INTRODUCTION 
Image processing on digital images can be easily 

created, edited and manipulated without leaving visual 
instructions by the user, such as gimp and adobe photoshop 
applications, for example, which makes it easy for the 
original image to be changed / manipulated. This ability can 
of course also be misused to damage the credibility of the 
authenticity of the image in various aspects, so that it can 
be carried out as a crime, image changes in digital images 
can convey information that is different from the image in 
the original digital image [1]. Criminals try to manipulate 
the image for their own benefit. The formation of an image 
in a digital image is obtained from several combinations of 
pixels [2]. To obtain a modified image, several stages are 
needed in carrying out a digital image forensics process. In 
it there are several changes from the original at each pixel 
value [3].  

Digital technology, especially image, has become the 
main technology for creating, processing, transmitting and 
storing information in the form of knowledge and 
intellectual assets. Multidimensional knowledge and 
intellectual assets are produced and represented in various 
forms such as audio, video, text, images, if grouped, we can 
call it a multimedia form [4]. Finally, all forms are stored 
as digital form and byte form i.e., digital content. Image on 
Digital images are widely used in our society [5]. From 
newspapers to magazines, scientific journals, doctors in the 
medical field, the fashion industry, courtrooms and so on 
are very dependent on digital images [6]. Information 
integrity is fundamental in many fields. Digital technology 
is currently starting to erode trust. Although cases of 
photo\image tampering are not new, over the last few years, 
tampered images appear with frequency and sophistication, 
the development of increasingly sophisticated digital image 

processing software, it has become easy to create image 
falsifications from one or more images without leaving 
clear clues [7]. Digital crime is growing at a very fast rate. 
This crime has caused many problems, including legal and 
ethical problems [8]. 

Image forgery in digital images is mostly done through 
a passive approach. One of the popular passive approaches 
is to manipulate by means of the copy-move technique [9]. 
Image falsification in digital images by means of an image 
being copied and then pasted into other parts of the image. 
Image copy-move forgery is done to hide certain details or 
to duplicate objects in an image. Because the forgery is 
done in one image, the damaged area is almost the same, 
the nature of the original image will be difficult to identify 
by humans [10]. 

With the field of digital image forensics, it will help law 
enforcement, intelligence, private investigations, and the 
media [11]. The increasingly advanced image technology 
at this time raises new issues and challenges in determining 
the authenticity of images in digital images. Digital image 
forensics is one of the scientific methods in the field of 
research that aims to obtain evidentiary facts in determining 
the authenticity of images in digital images [12].  This 
method Algorithm SIFT works by looking for a number of 
the same keypoint points that are suspected of having 
similar objects in the digital image, as well as calculating 
the number of pixels in the digital image. 

This method can detect changes in scale, rotation and 
reflection, as well as changes in color enhancement 

on a digital image. [13]. 
SIFT (Scale Invariant Feature Transform) algorithm is 

an algorithm in computer vision to detect and describe local 
features in the image. This algorithm is patented in Canada 
by the University of British Columbia and published by 
David Lowe in 1999. This algorithm can perform object 
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recognition, robot mapping and navigation, image 
stitching, 3D modeling, gesture recognition, video tracking, 
identify wildlife [14]. In another study, the SIFT Algorithm 
(Scale Invariant Feature Transform) was used to match 
images based on the main keypoint features (scale invariant 
and rotation) [15]. The SIFT algorithm is one of the most 
widely used feature extraction methods. The Shift 
algorithm is used to find key points in the image, in this 
method it includes a shift description and a SIFT descriptor 
[16]. With so many crimes against image manipulation, it 
is hoped that the method that researchers use can analyze 
images in digital images so that they can detect images that 
have been changed from the original digital image [17]. 

Research on the multiple methods used in digital 
images has the following objectives: 
1. Applying the SIFT (Scale Invariant Feature 

Transform) Algorithm and RGB color histogram using 
the Matlab application to be able to detect object 
matches in digital images. 

2. Perform testing for better accuracy in analyzing 
images on digital images that have been changed from 
the original. 

 

II. RESEARCH METHODOLOGY 
 
A. Image Digital 

Image is a representation (picture), likeness, or 
imitation of an object. The image is divided into 2, namely, 
there are images that are analog and there are images that 
are digital. Analog images are continuous images such as 
images on television monitors, X-ray photos, CT scan 
results, etc. Meanwhile, digital images are images that a 
computer can process.  

A digital image can be represented by a matrix 
consisting of M columns and N rows, where the 
intersection between the columns and rows is called a pixel 
(pixel = picture element), which is the smallest element of 
an image. Pixels have two parameters, namely coordinates 
and intensity or color. The value contained in the (x,y) 
coordinate is f(x,y), which is the intensity or color of the 
pixel at that point. Therefore, a digital image can be written 
in the following matrix form 

 
 
 
 
 
Based on this description, mathematically a digital 

image can be written as a function of intensity f (x,y), where 
x (row) and y (column) are position coordinates and f (x,y) 
is the function value at each point (x, y) which represents 
the intensity of the image or the gray level or color of the 
pixels at that point. In the digitization process (sampling 
and quantity) the number of rows M and columns N is 
obtained so that the image forms matrix M x N and the 
number of gray levels of pixels is G. 

 
B. Image Resolution 

Image resolution is the level of detail of an image. The 
higher the resolution, the higher the detail level of the 
image. Each base color uses 8 bit = 1 byte storage, which 

means that it has 255 color gradations, meaning that each 
pixel has as many color combinations. True color image 
storage in memory is different from grayscale images. Each 
pixel of a grayscale image has 256 color gradations 
represented by 1 byte. Meanwhile, 1 true color image pixel 
is represented by 3 bytes, each byte representing red, green, 
and blue.  

 
C. Color image (24 bit) 

Each pixel of a 24-bit color image is represented by 24 
bits for a total of 16,777,216 color variations. This variation 
is more than enough to visualize all the colors that human 
vision can perceive. Human vision is believed to only be 
able to distinguish up to 10 million colors. Each pixel 
information point (RGB) is stored into 1 byte of data. The 
first 8 bits store the blue value, followed by the green value 
in the second 8 bits and the last 8 bits are red. 

 
D. File Format Image 

An image file format must be able to combine image 
quality, file size and compatibility with various 
applications. There are several types of standard image file 
formats used today. These formats are used to store images 
in a file. Each format has its own characteristics. These are 
examples of common formats, namely:Bitmap (.bmp), 
tagged image format (.tif, .tiff), PortablNetwork Graphics 
(.png), JPEG (.jpg), etc. 

 
E. Algorithm SIFT (Scale Invariant feature transform) 

Scale-invariant feature transform (SIFT) is an algorithm 
in computer vision to detect and describe local features in 
images. Applications of these algorithms include object 
recognition, robot mapping and navigation, 3D modeling, 
gesture recognition, video tracking, wildlife identification 
and similar image transfer. 

III. RESULTS AND DISCUSSION 
To do this test, the author uses the Matlab application, 

which has prepared the source code to detect the match of 
objects in digital images using the SIFT Algorithm. The 
following is a sample of the original image data and the 
manipulated image. The files have been processed using 
Photohop CC 2020, which are saved in JPG/JPEG format, 
the images include: ds_ori, ds_edit, cover, dika, agus_oci, 
three, girl1, girl2, cover, dian_ori, dian_edit, background, 
rs_ori, rs_edit, jm_ori, jm_edit, mnrp, ocy, oci_paris, oshi, 
sample, sample, rio, dn_edit, ds1, ds2, ar, etc. The SIFT 
Algorithm method used is a function that can read two 
images, find their SIFT features, and display a line 
connecting the matching keypoints. The equation obtained 
in the first image only if the distance is less than the ratio 
times the distance to the nearest equation in the second 
image, then returns the number of matches displayed. The 
way the algorithm works in this application is, after 
inputting two images, the initial stage is to find the keypoint 
on each image, the constant value is created at a ratio 
distance of 0.6, this is done with the hope, the way the 
analysis of matlab works becomes lighter, the descriptor in 
the first image, matched with the descriptor in the second 
image, the matrices in each image are recalculated, 
calculate the vector for each corner point, take the inverse 
cosine value and display the result, in addition to getting 
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the keypoint, another additional parameter is getting the 
pixel value to strengthen analysis of the studied image, the 
results of the process are presented in Table 1 below. 

 
Table 1. Results of Matching Dian Sastro's Pair of 
Objects with the SIFT Algorithm and RGB Color 

Histogram 

 
 
 
 
 
 
 

 
 

 
In comparison, the three images compared produce 

histogram values with different numbers of pixels, meaning 
that the histogram values can be used as a reference as an 
additional parameter to match objects, then when viewed 
from the number of keypoints, there are matches on objects 
marked with lines. 

He use of the SIFT algorithm was chosen as the feature 
extraction method because this method is invariant to 
changes in scale, rotation, translation, and illumination. 
SIFT is used to obtain the characteristics of the obtained 
keypoint pattern. The hope is that by applying this method, 
from the keypoints obtained on each of these images, we 
get an accurate object match. The first step in determining 
the keypoint that is invariant to changes in the scale of the 
image is to find the extreme values in the scale space. To 
get the keypoint location in a scale space efficiently, the 
Difference-of-Gaussian (DoG) function is used, the value 
for the DoG function is obtained from the difference 
between Gaussian images with different scales. 

Given orientation so that it will not be affected by the 
rotation of the image. In this study, the features in the form 
of keypoint locations and also the feature vectors of these 
keypoints have been obtained. Then the classification has 
been carried out, so it can be concluded that this system is 
able to detect the match of objects in digital images 
accurately. To strengthen the results of the analysis in the 
above test, additional tests using an RGB color histogram 

graph (Red, Green, Blue) were also added. Where the level 
of difference in the image can be obtained from changes in 
the number of pixels and RGB colors displayed based on 
the histogram graph. 

IV. CONCLUSION  
The application of the SIFT (Scale Invariant Feature 

transform) algorithm and RGB color histogram in 
determining the similarity of keypoint locations and the 
number of pixels in the image, to obtain object 
compatibility in digital images in Matlab has been 
successfully implemented. Based on the test results 
obtained accuracy in identifying images in digital images 
using the SIFT Algorithm (Scale Invariant Feature 
Transform), that the research has been going well and 
smoothly. 
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Abstract. Indonesia is one of tropical countries with high humidity and makes it possible for various plants and 
microorganisms to grow properly. One of the microorganisms that can grow well in Indonesia is mushroom. They have 
several types including poisonous and edible mushrooms that can be consumed by human beings.There was a previous 
research on a classification of mushroom species using the Naive Bayes method with the title "Implementation of the 
Naïve Bayes Classifier Method for Identification of Mushroom Types" and obtained pretty good accuracy results. This 
research conducted a classification using Naive Bayes which was improved by applying PCA as a dimension reduction 
technique to see the accuracy results obtained from improving this method. The dataset used is the Mushroom dataset 
from the official website of the UCI Machine Learning Repository. The Mushrooms dataset consists of 22 features and 
1 class. After classification using Naive Bayes with Principal Component Analyst and evaluation using the 10-Fold 
Cross Validation technique, the results obtained are pc = 10 with an accuracy of 84%. 

Keywords: Dimension Reduction, Mushrooms Dataset, Principal Component Analyst 
 

I. INTRODUCTION 

Indonesia is a tropical country which has high 
humidity and allows various plants and 
microorganisms to grow properly. One of the 
microorganisms that can grow well in Indonesia is 
mushroom [1]. 
 
Natural wealth and abundant biodiversity in a 
country is something to be grateful for. One of these 
natural wealth that we know is mushrooms. In 
subtropical areas with cold temperatures to tropical 
areas with warm temperatures there have been more 
than thousands of mushrooms with various types. 
Several types of mushrooms scattered in the world 
considerably can cause disease in humans and plants, 
which even some of them are contain toxins [2].  
 
In agriculture, the applicable case of classification is 
determining whether the species of oyster mushroom 
(gilled mushroom) from the Agaricus and Lepiota 
families are either classified as poisonous or safe for 
consumption [3]. The importance of classifying a 
mushroom to be a topic in this research is to 
determine whether a mushroom is either classified as 
poisonous class or safe for consumption based on the 
physical characteristics of the features themselves. 

This identification is very important because the 
process of retrieving a plant species in data storage 
is considered difficult and requires quite a long time 
to go [4]. 

There have been many researches on the 
classification of mushrooms using computer 
equipment and data mining methods. Researchthat 
has been done previously was classification using 
Naïve Bayes algorithm for the Mushroom dataset 
from the UCI Machine Learning Repository with the 
title "Implementation of the Naïve Bayes Classifier 
Method for Identifying Mushroom Types" by 
Septian Ari Prayoga, Ismasari Nawangsih, and Tri 
Ngudi Wiyatno. From the results of the classification 
process, it can be concluded that the accuracy using 
Naïve Bayes method is 86.06%, and classified into 
good classification. Shows that the naive Bayes 
classifier method is well applied in the identification 
of agaricus and lepiota mushrooms in the edible or 
poisonous category [5]. 

Based on the results of previous research, 
researchers wanted to conduct research on the 
classification of mushroom species using Naive 
Bayes and improved by applying dimension 
reduction techniques using Principal Component 
Analysts. The purpose of improving this method is 
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to see the results of the accuracy obtained from the 
application of the dimensional reduction technique 
used. 

II. RESEARCH METHOD 

In this research, there are several systematic stages 
are implied, as shown in the picture below.  
 

 

Image 1. Research methodology scheme. 

2.1 Data Preparation 

The dataset used is a mushroom dataset of 8124 
records with large dimensions of 22 attributes and 1 
class. 

The dataset was obtained from the official UCI 
Machine Learning Repository website. The data 
used is called Mushroom Data Set. The purpose of 
this data collection is to distinguish between edible 
and poisonous mushrooms using the Naïve Bayes 
classification technique and the Principal 
Component Analyst using mushroom data, and to 
determine the level of accuracy.

Table 1. Mushroom Data Variables 

 

Variables Attributes Information 

cap-shape bell=b,conical=c,convex
=x,flat=f, 
knobbed=k,sunken=s 

cap-surface fibrous=f,grooves=g,scal
y=y,smooth=s 

cap-color brown=n,buff=b,cinnam
on=c,gray=g,green=r, 
pink=p,purple=u,red=e,
white=w,yellow=y 

bruises bruises=t,no=f 

odor almond=a,anise=l,creos
ote=c,fishy=y,foul=f, 
musty=m,none=n,punge
nt=p,spicy=s 

gill-attachment attached=a,descending=
d,free=f,notched=n 

gill-spacing close=c,crowded=w,dist
ant=d 

gill-size broad=b ,narrow=n 

gill-color black=k,brown=n,buff=b
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,chocolate=h,gray=g, 
green=r,orange=o,pink=
p,purple=u,red=e, 
white=w,yellow=y 

stalk-shape enlarging=e,tapering=t 

stalk-root bulbous=b,club=c,cup=
u,equal=e, 
rhizomorphs=z,rooted=r
,missing=? 

stalk-surface-above-
ring 

fibrous=f,scaly=y,silky=
k,smooth=s 

stalk-surface-below-
ring 

fibrous=f,scaly=y,silky=
k,smooth=s 

stalk-color-above-
ring 

brown=n,buff=b,cinnam
on=c,gray=g,orange=o, 
pink=p,red=e,white=w,y
ellow=y 

stalk-color-below-
ring 

brown=n,buff=b,cinnam
on=c,gray=g,orange=o, 
pink=p,red=e,white=w,y
ellow=y 

veil-type partial=p,universal=u 

veil-color brown=n,orange=o,whit
e=w,yellow=y 

ring-number none=n,one=o,two=t 

ring-type cobwebby=c,evanescent
=e,flaring=f,large=l, 
none=n,pendant=p,sheat
hing=s,zone=z 

spore-print-color black=k,brown=n,buff=b
,chocolate=h,green=r, 
orange=o,purple=u,whit
e=w,yellow=y 

population abundant=a,clustered=c,
numerous=n, 
scattered=s,several=v,so
litary=y 

habitat grasses=g,leaves=l,mea
dows=m,paths=p, 
urban=u,waste=w,woods
=d 

 

2.2 Preprocessing Data 

Pre-processing is a stage that is carried out on a set 
of data that will be used as training data before the 
mining process, both for classification and clustering 
[6]. The preprocessing stages carried out in this 
research used the process of cleansing and 
transforming data [7]. 

2.3 K-fold Cross Validation 

The technique of cross validation is k-fold cross 
validation, which breaks the data into 'k' parts of the 
data set with the same size. The use of k-fold cross 
validation is to eliminate bias in the data. Training 
data and data testing are carried out as many as the 
specified number of k [8]. 
 
In k-fold cross validation, the original data is 
partitioned into subsets. This model then build by 
using data from subnet K-1 (2,3,4,5, etc.), and any 
other part of the subset used for the test set. The 
subset (dataset) itself should be more than just a test 
set, carried out iteratively to have a different model. 
The results of each K model (accuracy) are then 
combined by using an average to obtain accuracy 
results from the entire data. The benefit of using k-
fold cross-validation is that each record can be 
recorded as once of a time, therefore, the 
disadvantage is that the validation task needed tends 
to be more difficult in progres [9]. Whereas the steps 
are as follow : 
- Dataset being used is the mushroom around of 

8124 records are already processed at the 
preprocessing, so the data shall be ready to 
process further. 

- The distribution of data training and data testing 
or usually be called as Split, which is using the 
10-fold cross validation method, the dataset will 
be divided into 10 parts from 8124 on category 
edible and poisonous mushrooms. 

2.4 Dimension Reduction  

At this stage, feature reduction is performed on the 
mushroom dataset using the Principal Component 
Analyst. Dimensional reduction is the process of 
reducing the number of features (dimensions) 
without eliminating important information from the 
data. Usually dimension reduction is applied as a 
preprocessing method to create a better classification 
model [10]. Principal Component Analysis (PCA) is 
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a technique that used for the pre-processing process 
to perform feature scaling and data reduction [11].  
The Principal Component Analysis (PCA) method is 
very useful for data that has a large number of 
features and has a correlation (interconnected) 
between the variables. The calculation of the 
principal component analysis (PCA) is based on the 
calculation of the eigenvalues and eigenvectors 
which express the distribution of data from a dataset 
[12]. 
 
The reduction function is used to reduce the number 
of variables (which were initially very large) to be 
smaller so as to facilitate analysis at a later stage. 
Meanwhile, the transformation function is used to 
change variables that are initially correlated to be 
uncorrelated. The following are the steps needed to 
perform Principal Component Analysis, as such:  
1. Preparing data (data standardization),  
2. Calculate the covariance matrix or correlation 

matrix,  
3. Calculating the eigenvalues and eigenvectors 

from the correlation matrix,  
4. Choose the principal component,  
5. Output visualization,  
6. Calculates a new score.  

2.5 Naive Bayes Classification 

At this stage, the classification model is made using 
Naive Bayes algorithm with the following stages [5]. 
1. Training is the determination of data that will be 

used as input for testing using the Naive Bayes 
method.  

2. Classification is carried out for data testing and 
data training. 

3. Accuracy. At this stage, accuracy calculations 
will be carried out using rapid miner tools on 
each test based on the confusion matrix of each 
test. 

 
One of the probabilistic classification algorithms, the 
naive Bayes algorithm is a simple probabilistic 
classification based on the application of the Bayes 
theorem with strong assumption of independence, in 
other words the Naive Bayes algorithm assumes that 
the existence of a certain value of an attribute is not 
related to the presence of other attribute values. 
Naive Bayes classification is very suitable when the 
input dimensions are high, and has comparable 
performance with several other classification 
methods such as decision trees and neural network 
classifiers. Here are the equation of the theory of 
Naive Bayes:  

 

𝑝(𝐷) =
௣(஽) ௣(ு)

௣(஽)

    (1) 

Where :  

P : Probability  
D : Data with an unknown class.  
H : The data hypothesis is class specific.  
p( | ) : Hypothesis H probability based on 
condition D (posterior probability).  
p( ) : Hypothesis H probability (prior probability).  
p( | ) : Probability D is based on the conditions in 
hypothesis H.  
p( ) : D probability.  

2.6 Confusion Matrix 

Evaluation to measure the performance of the model 
is using confusion matrix. Where the confusion 
matrix is obtained from the validation process. 
Evaluating the performance of classification 
algorithms generally uses the overall results on the 
test dataset. A matrix of predictions that will be 
compared with the original class of input or in other 
words contains information on the actual and 
predicted values of the classification [13] . 
Confusion matrix can help show the details of 
classifier performance by providing information on 
the number of features of a class that are correctly 
and incorrectly classified[14]. Confusion matrix is a 
table that represents the performance of an algorithm 
or model specifically as shown in Table X[15]. 
4. True Positive = the number of actual data with 

positive class and prediction of the positive 
model. 

5. True Negative = the number of actual data with 
negative class and the prediction of the negative 
model. 

6. False Positive = the number of actual data with a 
negative class and the predictions of the positive 
model. 

7. False Negative = the number of actual data with 
a positive class and the predictions of the 
negative model. 

 
Based on the data above there are other data that can 
be used to measure the model performance, namely : 
1. Accuracy = the total of all data that correctly 

classifies. 
(TP + TN) / Total 

2. Precision = The total of all correct data with 
positive predictions. 
TP / (FP + TP) 
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3. Recall = The total of how often the model 
produces positive predictions with the actual 
positive class. 
TP / (FN + TP) 

4. F1-Score = average harmonics of Precision and 
Recall  
2 x ((precision x recall) / (precision + recall)) 

2.7 Evaluation  

At this stage, validate the model obtained by using 
k-Fold Cross Validation. Cross-validation (CV) is a 
statistical method that can be used to evaluate the 
performance of a model or algorithm where the data 
is separated into two subsets, namely learning 
process data and validation / evaluation data. The 
model or algorithm is trained by the learning subset 
and validated by the validation subset. Furthermore, 
the selection of the type of CV can be based on the 
size of the dataset. Usually CV K-fold is used 
because it can reduce computation time while 
maintaining the accuracy of the estimate. 
 
 

III.  RESULTS AND DISCUSSION 

3.1 Pre-Processing 

At this preprocessing stage, the missing value is 
replaced in the stalk-root variable with the mean 
value and the data is normalized. 
 
a. Replacing the missing value in the stalk-
root variable with the mean value  
In the mushroom dataset there are 2840 missing 
value on the stalk-root variable and 5644 valid data. 
the value in the missing value “?” need to replace the 
value of "?" becomes "nan" and then deletes every 
row that has the value "nan". This process is to get 
the mean value. determining the value of mean value, 
the first thing to do is replace the value of "?" with 
nan then delete the row contain the value nan. After 
replacing the value on the missing value, a new value 
is obtained as shown in the following image. 5644 
rows are obtained as shown in the image below. 

 

Table 2. removing missing values 
 

After obtaining a new value, the categorical data is 
converted into numerical data as shown in the image 
below. 
Then change the categorical data to be numerical 
data, as it shown in the following image below. 

 

Table 3. Numerical data 
 
Then for the second stage, which is to calculating the 
mean on the stalk-root variable. The mean value 
obtained is 1.59 which is then rounded in integer 
form to 2. In the stalk-root variable, the value of 2 is 
the value for c or it can be called CLUB. 

 

Image 2. Rounding results from numeric to categorical. 
 
After the c or CLUB value is obtained, then the 
missing value will be filled in by using the 
categorical attribute value. Then after that, it is being 
converted from the categorical data into numerical 
data. 
 

 

Tabel. 4. Data Categorical 

 

Table 5. Numerical Data 
 
b. Data normalization 
The numerical data from the previous process is then 
being normalized by using min-max normalization 
method.  
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Image 3. Data Normalization 
 

3.2 Principal Component Analyst 

After the pre-processing stage, a classification 
process will be carried out using Naive Bayes. before 
starting the classification process, the mushroom 
dataset is divided into training data and testing data 
with 90% for training data and 10% for testing data. 
In the classification process this test uses 10-fold 
cross validation and the number of pc = 10. The 
following is a visualization of the number of 
principal components. 

 

Image 4. Schematic of research methodology. 
 
The results of this research were obtained from the 
calculation of the correlation matrix and feature 
selection using PCA with 10 components, the 
accuracy results is 84% 

 

Image 5. Program calculation results. 

3.3 Confusion Matrix 

In this research, after classifying the mushroom data 
based on data sharing using K-fold Cross Validation 
method, 90% of the training data and 10% of the 
testing data of the entire data were random and 
balanced. In order to obtain 8124 data as test data 
which is evaluated by looking at the information 
contained regarding the classification which is 

correctly predicted by a classification system in the 
confusion matrix 

 

Image 6. Confusion Matrix 
Based on the results of the confusion matrix, 
precision and recall values can be calculated 
manually as follows : 
Precision value 
Precision=  TN/(TP+FP)=356/(393+40)=0.8221 
 
Recall value 
Recall=  TP/(TP+FN)=393/(393+24)=0.9424 

IV. CONCLUSION 

Based on the results of this research, to determine the 
types of edible mushrooms and poisonous 
mushrooms using Naive Bayes classification 
method and applying the Principal Component 
Analyst with the number of pc = 10 and applying the 
evaluation technique using 10-Fold Cross Validation 
the accuracy value is 84%. so that it can be 
concluded that the Naive Bayes algorithm method 
using principal component analyst is good enough to 
be applied in classifying the types of poisonous and 
edible mushrooms. 
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Abstract− The head of the study program is the spearhead of success in a study program. So a head of a study program is 
required to have good leadership and management skills in order to be able to carry out his duties and functions correctly. 
The problem that arises is that the appointment of a head of a study program is often carried out not looking at some 
aspects or criteria, usually the appointment is subjective and based on how long he has been a lecturer in the study 
program. Even though the appointment of a study program head must be seen from many aspects and criteria, this is done 
because if you appoint a study program head who is not competent, it can result in not running well with the study program 
he leads. The criteria used in this research are Functional Position, Education, Working Period, Research, PKM Activities, 
Supporting Activities and Lecturer Achievement. To overcome this problem, a decision support system with the MAUT 
method is the right solution to use. The advantage of the MAUT method is that the calculation and decision-making 
process is faster because it can directly calculate the final evaluation value without the need to compare the importance 
weight values between criteria. This method will process the criteria values of each candidate so that the results will be 
more objective. In this study, the number of alternatives used was 6 data on the value of the prospective head of the study 
program. Based on the MAUT process, a decision was obtained that the chosen head of the digital business study program 
was a Candidate-01 lecturer with a value of 1.0.  
 
Keywords – Decision Support System, MAUT, Head of Program Study 

I. INTRODUCTION 
The use of technology as a reference in a decision 

decisions are not foreign for a company or organization, 
because technology in various fields at this time is very 
advanced very rapidly both in terms of speed and 
convenience[1]. Examples of the application of technology 
such as in the field of health[2], the field of agriculture 
(Wendra et al., 2020), the field of management[4], the field 
of Education [5], the field of environment[6] and many 
other applications.  

Apart from the development of technology, various 
branches of technology have also emerged, such as expert 
systems[7], fuzzy systems[8], robotics[9], decision support 
systems [10], forecasting systems[11] and many other 
branches of technological science. In this study, the branch 
of technology applied is a decision support system, which 
in general can be interpreted as a computer-based system 
that can help decision making to solve certain 
problems[12]. 

The application of decision support systems is often 
applied to problems of a certain nature in their nature 
selection and is often also faced with complex decision 
alternatives as well as requires expert opinion. The 
application of DSS includes the selection of employees 
who are entitled to get rewards [13], the selection of the 
best state civil apparatus, with the results a system that is 
built only as a tool to provide information to the leadership 
as a consideration in making decisions[14], then for the 
selection of the best interns with the final result of the 
system built provides a sequence of employee assessments 
from the highest to the lowest based on the criteria used by 

the company[15]. In the decision support system, 
knowledge can be embedded in the form of algorithms or 
methods that function as data processing inputted by users 
who want to make decisions. These methods include the 
topsis method[16], the SAW method[17], the AHP 
method[18] and many more decision support system 
methods others. In this study, the method used was multi 
attribute utility theory (MAUT). 

Where the MAUT method is a method that consists of 
several attributes (multi discrete criteria) the decision to 
create a model that prioritizes existing alternatives, while 
giving a relative weight called MAUT weight[19]. The 
Multi-Attribute Utility Theory (MAUT) approach is a 
quantitative comparison method that usually combines the 
measurement of various risks and costs of benefits. There 
are several alternatives for each of the existing criteria, 
which can provide solutions. The advantage of the MAUT 
method is that the calculation and decision-making process 
is faster because it can directly calculate the final evaluation 
value without the need to compare the importance weight 
values between criteria. The selection of this method is 
because it has been applied to decision making both in the 
organization and in solving non-organizational problems. 
The application of the MAUT method in this study is for 
the selection of the head of the digital business study 
program . 

In the context of the world of education, the existence 
of leaders is important to carry out the work programs of 
educational institutions, especially in carrying out control 
over the work programs of these educational 
institutions[20]. The head of the study program is the 
spearhead of the success of a study program. So a head of 
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a study program is required to have good leadership and 
management skills in order to be able to carry out his duties 
and functions properly. The head of the study program is a 
strategic position within the college, which is responsible 
for the back and forth of an education department at the 
college. This position serves to lead the implementation of 
education, research, community service, cooperation and 
fostering the academic community and administrative 
personnel within the study program [21]. 

The problem that arises is that the appointment of a head 
of a study program is often carried out not looking at some 
aspects or criteria, usually the appointment is subjective 
and based on how long it takes has been a lecturer in the 
study program. Even though the appointment of a study 
program head must be seen from many aspects and criteria, 
this is done because if you appoint a study program head 
who is not competent, you can resulting in not running well 
the study program he led. 

Based on this, through this research, solutions will be 
offered as consideration for decision makers. The solution 
offered is to build a system that is able to provide decision 
recommendations to the head of the study program with the 
MAUT method, this method will provide the best decision 
based on the value of each prospective head of the study 
program. 

 

II. RESEARCH METHODOLOGY 
The research framework is the order that will be carried 

out in a study. So that the steps taken by the author in this 
design do not deviate from the subject matter and are easier 
to understand, the sequence of research steps will be made 
systematically so that it can be used as a clear and easy 
guide to solve existing problems. The sequence of steps to 
be made in this study can be seen in the following figure: 

  
 

   
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. Research Framework 

 
Stages of Research 

Research (research) is a scientific activity to find, 
develop and test the truth of a knowledge or problem in 
order to find a solution to a problem. In general, the data 
obtained from research can be used to understand, solve, 
and anticipate a problem. The function of the research is to 
find explanations and answers to problems and provide 
alternatives to possibilities that can be used for problem 
solving. The solution and answer to the problem can be 
abstract and general as is the case in basic research (basic 

reaserch) and can be specific as is usually found in applied 
research (applied reasearch).  

In conducting research, a method is needed to conduct 
such research. Research methods are a series of ways / 
activities of conducting research according to scientific 
steps that are arranged systematically and logically so that 
they can be used as clear and easy guidelines to solve a 
problem. Each stage is an interrelated part to determine the 
process at the next stage. 
Preliminary Research 

Preliminary Research is the first step in conducting a 
study by first analyzing the problems to be developed. 
Problems regarding the symptoms of autistic disease that 
are not well known by the public and solutions and actions 
that must be taken to be able to overcome autistic diseases 
earlier so that it is not too late to be treated. This research 
was conducted by conducting interviews. This study aims 
to help users in recognizing the symptoms of autistic 
disorders and can also provide information to users in 
overcoming the problem of autistic disorders early on. 

 
Data Collection 

Data collection is the second stage after preliminary 
research is carried out which contains sequences from the 
beginning to the end of the study. In conducting research, 
to obtain information about the object of study, a data 
collection stage is needed, 
 
Analysis 

In this stage, it can be done with three stages of 
analysis as follows: 
1. Data Analysis 

The data obtained from the interview results will then 
be analyzed so that a set of rules (rulebase) will be 
obtained that will be associated with facts (input data) 
using the MAUT method that has been applied to the 
system so that the system can provide the right 
decision. 

2. Process Analysis 
At this stage of process analysis, the author uses the 
MAUT method, where this system can help users in 
resolving uncertainty. Uncertain outcomes are caused 
by two things: uncertain rules and uncertain user 
answers or a question asked by an expert system. 

3. System Analysis 
At the analysis stage, this system is carried out to 
design and build a system that will be made using the 
MAUT method. These design and development 
include, designing user views, designing databases for 
the system so that existing file management is more 
organized, and designing coding programs from 
information. Where the program will be created using 
PHP and MySQL languages. From these stages, an 
expert system is formed that can be used 

 
Design 

At this stage there are two types of design that will be 
carried out including: 

1. Model Designing 
The processes carried out in this design resistance 
are to collect data and facts that support the design 
of the system by consulting with experts. 

 Data Collection 

Design 

 Data Collection 

Analysis 

Implementation 

 System Testing 
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Furthermore, a comparison stage is carried out 
between the results of expert research and those in 
books and other references. At this stage, UML 
(Unified Modeling Language) is used which is a 
data logic model created to describe where the 
data comes from, where the data that comes out of 
the system, where the data is stored, what 
processes produce the data, the interaction 
between the stored data and the processes imposed 
on the data. 

2. Interface Design 
Interface design or interface design is a form of 
temporary display design from the creation of this 
expert system application. This design was created 
to provide an explanation of the appearance faced 
by actors when using the system, so that it can 
make it easier to implement applications and will 
facilitate the construction of applications that meet 
the principles of good interface design. 

 
Implementation 

System implementation is part of the system 
development life cycle. at this stage, an expert system 
application specifically for autistic diseases will be 
designed using PHP and MySQL programming languages 
to create a website and database that will store data on the 
symptoms of autistic diseases by applying the Dempster-
Shafer method. 

 
Testing 

System testing is a stage of testing to find out errors in 
the system. one of the important things in the expert system 
is being able to consult computerized and find out the errors 
that occur in the system.testing this system will be carried 
out by testing the LAN and Online networks. 

III. RESULTS AND DISCUSSION 
Data Analysis 

The data analysis process is one of the important stages 
in this study, because at this stage, identification of the 
problems that exist in the assessment of lecturer 
performance at STMIK GICI will be carried out. 

Problem analysis is carried out so that the findings of 
the problems obtained can be known the cause, so that from 
the analysis of the problem, a form of problem solving is 
obtained. Problem solving is a way that can solve the 
problems that have been described in the problem analysis 
above is to build a support system for the selection of the 
head of the digital business study program. 

 
Process Analysis With MAUT 

MAUT method is a method consisting of several 
attributes (multi discrete criteria) of decisions to create a 
model that prioritizes existing alternatives, while giving it 
a relative weight called a weighted MAUT. Here are some 
stages of applying the MAUT[19]. 

The procedure for selecting the head of the digital 
business study program Using the MAUT Method will be 
explained in the order of how the procedure is, the author 
uses data samples and alternative data based on data 
obtained from field studies. Where the data amounts to 8 
alternative and 7 criteria. To determine the value of each 

criterion the author collected data in the previous year and 
had interviews directly with the high school. The critria 
used are as follows: 

K1 = Functional Position 
a. Head Lector = 5 
b. Lector  = 4 
c. Expert  Assistants = 3 
d. NJFA  = 2 

K2 = Education  
a. S3 = 5 
b. S2 = 4 

K3 = Service Life 
a. >=5 years =5 
b. <5 years = 3 

K4 = Research 
a. >=10=5 
b. 8 – 9 = 4 
c. 6 – 7 = 3 
d. <=6=2 

K5 = PKM Activities 
a. Ada = 5 
b.  None = 2 

K6 = Supporting Activities 
a. Ada = 5 
b.  None = 2 

K7 = Lecturer Achievement 
a. Ada = 5 
b.  None = 2 

 
Furthermore, the determination of the weight of each 

grade contained in the student will be carried out as 
follows: 

Table 1. Weighting Criteria 
Code Weight 
K1 0.25 
K2 0.20 
K3 0,15 
K4 0.10 
K5 0.10 
K6 0.10 
K7 0.10 

 
After the indicator value is known, the assessment data 

obtained will be used as follows: 
Table 2. Lecturer Value Data 

NO Lecturer  K1 K2 K3 K4 K5 K6 K7 
1 Nominee-01 4 5 5 5 5 5 5 
2 Nominee-02 4 5 5 5 5 5 2 
3 Nominee-03 3 5 3 4 2 5 2 
4 Nominee-04 3 4 5 5 2 5 5 
5 Nominee-05 4 4 2 5 2 5 5 
6 Nominee-06 4 5 2 2 5 2 5 
7 Nominee-07 3 5 3 4 2 5 2 
8 Nominee-08 4 5 2 2 5 2 5 

 
The normalization of the matrix is determined by the 
formula: 

𝑈(௫) =  
𝑋 −  𝑋௜

ି

𝑋௜
ା  −  𝑋௜

ି 

X = Alternate weight 
𝑋௜

ି = Worst weight (minimum) of the Xth criterion 
𝑋௜

ା = Best weight (maximum) of the Xth criterion 
The following is the calculation of the normalization 
matrix: 
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a. Normalization of Candidates-01 (A1) 

𝐴1ଵ =  
4 − 3

4 − 3
=

1

1
= 1 

𝐴1ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴1ଷ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴1ସ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴1ହ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴1଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴1଻ =  
5 − 2

5 − 2
=

3

3
= 1 

b. Normalization of Candidates-02 (A2) 

𝐴2ଵ =  
4 − 3

4 − 3
=

1

1
= 1 

𝐴2ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴2ଷ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴2ସ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴2ହ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴2଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴1଻ =  
2 − 2

5 − 2
=

0

3
= 0 

c. Normalization of Candidates-03 (A3) 

𝐴3ଵ =  
3 − 3

4 − 3
=

0

1
= 0 

𝐴3ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴3ଷ =  
3 − 2

5 − 2
=

1

3
= 0,33 

𝐴3ସ =  
4 − 2

5 − 2
=

2

3
= 0,67 

𝐴3ହ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴3଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴3଻ =  
2 − 2

5 − 2
=

0

3
= 0 

d. Normalization of Candidates-04 (A4) 

𝐴4ଵ =  
3 − 3

4 − 3
=

0

1
= 0 

𝐴4ଶ =  
4 − 4

5 − 4
=

0

1
= 0 

𝐴4ଷ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴4ସ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴4ହ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴4଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴4଻ =  
5 − 2

5 − 2
=

3

3
= 1 

e. Normalization of Candidates-05 (A5) 

𝐴5ଵ =  
4 − 3

4 − 3
=

1

1
= 1 

𝐴5ଶ =  
4 − 4

5 − 4
=

0

1
= 0 

𝐴5ଷ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴5ସ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴5ହ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴5଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴5଻ =  
5 − 2

5 − 2
=

3

3
= 1 

f. Normalization candidate-06 (A 6) 

𝐴6ଵ =  
4 − 3

4 − 3
=

1

1
= 1 

𝐴6ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴6ଷ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴6ସ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴6ହ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴6଺ =  
2 − 2

5 − 3
=

0

3
= 0 

𝐴6଻ =  
5 − 2

5 − 2
=

3

3
= 1 

g. Normalization of Candidates-07 (A7) 

𝐴7ଵ =  
3 − 3

4 − 3
=

0

1
= 0 

𝐴7ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴7ଷ =  
3 − 2

5 − 2
=

1

3
= 0,33 

𝐴7ସ =  
4 − 2

5 − 2
=

2

3
= 0,67 

𝐴7ହ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴7଺ =  
5 − 2

5 − 3
=

3

3
= 1 

𝐴7଻ =  
2 − 2

5 − 2
=

0

3
= 0 

h. Normalization candidate-08 (A 8) 

𝐴8ଵ =  
4 − 3

4 − 3
=

1

1
= 1 

𝐴8ଶ =  
5 − 4

5 − 4
=

1

1
= 1 

𝐴8ଷ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴8ସ =  
2 − 2

5 − 2
=

0

3
= 0 

𝐴8ହ =  
5 − 2

5 − 2
=

3

3
= 1 

𝐴8଺ =  
2 − 2

5 − 3
=

0

3
= 0 

𝐴8଻ =  
5 − 2

5 − 2
=

3

3
= 1 

 

The next stage will be carried out the multiplication of 
the normalization matrix by the preferential weight using 
the formula: 
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𝑉(௫) =  ෍ 𝑊𝑗. 𝑋𝑖𝑗 … … … … . . (1)

௡

௜ୀଵ

 

The following is the calculation of the normalization matrix 
multiplication using equation (1): 

A1 = (0.25 * 1) + (0.20* 1) + (0.15 * 1) + (0.1 0 * 1) + (0.1 
0 * 1) + (0.1 0 * 1) + (0.1 0 * 1) 

=1.0 
A2 = (0.25 * 1) + (0.20* 1) + (0.15 * 1) + (0.1 0 * 1) + (0.1 

0 * 1) + (0.1 0 * 1) + (0.1 0 * 0) 
=0.9 

A3 = (0.25 * 0) + (0.20* 1) + (0.15 * 0.33) + (0.1 0 * 0.67) 
+ (0.1 0 * 0) + (0.1 0 * 1) + (0.1 0 * 0) 

=0.4165 
A4 = (0.25 * 0) + (0.20* 0) + (0.15 * 1) + (0.1 0 * 1) + (0.1 

0 * 0) + (0.1 0 * 1) + (0.1 0 * 1) 
=0.45 

A5 = (0.25 * 1) + (0.20* 0) + (0.15 * 0) + (0.1 0 * 1) + (0.1 
0 * 0) + (0.1 0 * 1) + (0.1 0 * 1) 

=0.55 
A6 = (0.25 * 1) + (0.20* 1) + (0.15 * 0) + (0.1 0 * 0) + (0.1 

0 * 1) + (0.1 0 * 0) + (0.1 0 * 1) 
0,65 

A7 = (0.25 * 0) + (0.20* 1) + (0.15 * 0.33) + (0.1 0 * 0.67) 
+ (0.1 0 * 0) + (0.1 0 * 1) + (0.1 0 * 0) 

=0.4165 
A8 = (0.25 * 1) + (0.20* 1) + (0.15 * 0) + (0.1 0 * 0) + (0.1 

0 * 1) + (0.1 0 * 0) + (0.1 0 * 1) 
0,65 
 
From the results of the equation, the multiplication of 

the normalization matrix shown in the following table will 
be produced: 

Table 3. Final Results 
No. Name Score 
1 Nominee-01 1,0 
2 Nominee-02 0,9 
3 Nominee-03 0.4165 
4 Nominee-04 0.45 
5 Nominee-05 0.55 
6 Nominee-06 0.65 
7 Nominee-07 0.4165 
8 Nominee-08 0.65 

 

IV. CONCLUSION  

The results of this study are in the form of lecturer who 
was elected as the head of the digital business study 
program . The results of the recommendations are in the 
form of the highest value of each candidate submitted. 
Where the results obtained are, lecturers with the code 
Candidate-01 get a value of 1.0, then Candidate-02 get a 
value of 0.9, Candidate-03 gets a value of 0.4165, 
Candidate-04 gets a score of 0.4165, Candidate-05 gets a 
value of 0.55, Candidate-06 gets a score of 0.65 Candidate-
07 gets a value of 0.4165, Candidate-08 gets a score of 0.65 
Based on these values, the decision was obtained that the 
chosen head of the digital business study program was a 
Candidate-01 lecturer with a value of 1.0. With the help of 
a decision support system for selected candidates, it is 
produced from the process of processing data on the value 
of the criteria of each candidate so that the results obtained 
are quite objective and most effective and competent as a 
head of study program. 
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Abstract − Rabbits are animals prone to diseases, mainly affected by digestive system conditions. According to the author's experience, 
the interviews with rabbit breeders and veterinarians were located in Tangerang, if disorders in the digestive system do not receive 
proper treatment and will quickly result in death for the rabbit. Rabbit owners sometimes don't know what to do. Obstacles often 
encountered are limited time, costs, and the number of veterinarians who are still small so that they cannot handle the rabbit 
immediately. Based on the above problems, it is necessary to design an expert system application with an Android base. The purpose 
of creating a system is to diagnose diseases in the digestion of rabbits, accompanied by a solution. The method used is to use the 
forward chaining method to design a digestive disease diagnosis system. This study resulted in the design of an application based on 
android to diagnose diseases in the digestion of rabbits. 
Keywords – Android, App, Forward Chaining, Rabbit Disease, Expert System. 

I. INTRODUCTION  
Pets are animals that we regularly keep in our homes 

and are sometimes thought of as everyday companions or 
even as having a very significant impact on their owners' 
lives. Because of their affinity for humans, rabbits are one 
of the most popular pets. Rabbits are not immune to the risk 
of disease, either, and untreated illness can be harmful [1]. 
Rabbits require special care to prevent illness, much as 
other domestic animals. This illness is to blame for the 
rabbit's demise, particularly if it has intestinal issues. based 
on the author's experience and conversations with vets and 
rabbit breeders. If indigestion is not adequately and 
promptly managed, it may result in the rabbit's death. 

In Indonesia, rabbits are a simple animal to breed. There 
is excellent potential for meat production and procreation. 
Rabbits have a gestation period of about 30 days and can 
give birth 6–8 times a year. Up to 8 kits can be produced 
each time you give birth. The high death rate and declining 
output quality of mature rabbits, however, limit this 
potential. Some of the deaths happened when the rabbit was 
an adult, but the majority happened when it was still a baby 
bunny and hadn't been weaned. Sometimes the paired 
mother will not give birth either; however, upon 
investigation, it is discovered that the mate was 
unsuccessful or was unable to conceive. This issue is 
brought on by breeders' lack of awareness regarding 
diseases that affect rabbits and the likelihood of successful 
pregnancy after mating. Counselling on the traits of sick 
rabbits, the symptoms they feel, and how to handle them is 
one possible option. Farmers are instructed in the handling 
and injection of sick rabbits. The second method is to teach 
rabbits how to marry until they are successful at it and to 
look for pregnant rabbits 12 to 14 days after mating. 
Therefore, breeders are not required to wait 30 days before 
breeding again [2]. 

 
 

 
A sick rabbit's most typical presentation to the doctor is 

gastrointestinal stasis syndrome. The causes of this 
syndrome are frequently multifaceted, and an improper diet 
increases the risk of the condition in the rabbit. This 
disorder's complications can result in gastrointestinal 
obstruction, a potentially fatal illness that calls for urgent 
medicinal and occasionally surgical treatment. Rabbits may 
also have diarrheal symptoms [3]. 

In the other hand, the proximal colon is the primary 
location for the separation of the diet's digestible and 
indigestible components in the rabbit's complicated 
gastrointestinal physiology. The clinical significance of 
this system lies in the requirement of a regular diet rich in 
long particle length (> 0.5 mm) indigestible fiber to sustain 
the motility of the colon and cecum. The majority of 
common digestive issues in rabbits kept in captivity are 
caused by unsuitable meals (low fiber, excessive protein, 
high carbohydrate) and infrequently giving the rabbit treats 
to which it is not used. If captive rabbits are fed a diet that 
consists mostly of fibrous material, such as grass, hay, and 
fibrous weeds, many of these issues can be avoided [4]. 

In the book Goldmine of Ornamental Rabbits by [5] the 
authors discuss various illnesses that affect rabbits 
frequently, such as bloat, scabies, and diarrhea. The state of 
the cage's cleanliness and the quality of the food are two 
things that can cause rabbits to contract diseases more 
frequently, according to [6]. It's crucial to understand the 
numerous diseases that affect rabbits and how to feed them 
properly and healthily [7]. Additionally, it is uncommon for 
rabbit breeders and breeders who lack the time to consult a 
veterinarian directly. If a sick rabbit is not treated right 
away, the illness will get worse and may even kill the 
animal. Such things may be harmful to rabbit breeders and 
keepers [8]. 

There are instances when rabbit owners are unsure of 
what to do when their pet is ill. When owners have to take 
their animals to the doctor, they occasionally run into issues 
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like the distance to the nearest clinic, the lack of a 
veterinarian who treats rabbits, or a lack of free time. These 
inquiries can be used to formulate an issue that calls for an 
expert system to help the general public, particularly rabbit 
owners, learn about digestive disorders in rabbits as well as 
their symptoms and how to treat them. 

The success of growers or hobbyists in caring for their 
rabbits can be determined by their health; rabbits kept as 
pets must continue to be healthy in order for the quality and 
production of rabbits to be sustained. Cleaning the cage, 
providing clean, boiling water, offering vitamin-rich diet, 
and other measures will help to improve rabbit health. 
Speaking of health, it relates to disease issues that can affect 
rabbits. Disease issues can lower quality and production in 
rabbit culture, thus rabbit cultivators and hobbyists must 
have knowledge of the symptoms, diseases, and how to 
handle disease in rabbits. It is required to develop an expert 
system as a means of managing diseases in rabbits because 
the knowledge of current rabbit specialists in the field does 
not allow for the provision of full information about rabbit 
diseases [5]. 

Both internal and external factors might have an impact 
on a breeder's success. When growing rabbits, maintenance 
management and marketing must be taken into account. 
Housing, nutrition, and pest and disease control systems are 
all included in maintenance management [9]. 

The Android operating system has benefits over other 
smartphone operating systems that make it simpler for 
developers to produce applications and their features to 
their specifications [10]. The user can become irritated by 
the simplicity and usability of Android-based applications 
without ever opening a webpage. Because the expert 
system can automatically be connected when the program 
is opened [11]. 

A computer program known as an expert system 
belongs to the field of computer science known as AI 
(Artificial Intelligence). Artificial intelligence is concerned 
with how knowledge is used to come to a conclusion that 
will be represented in a machine, and it aims to make things 
intelligent in terms of understanding through computer 
programs that are demonstrated by a concept and method 
of symbolic inference or reasoning made by computers. 
Knowledge-based or expert systems are artificial 
intelligence programs that produce knowledge of a 
particular subject and can solve problems within a certain 
domain at an expert level. A knowledge-based system that 
mimics the deductive reasoning of an authority figure in a 
given subject is known as an expert system [12]. The 
objective of this work is to develop a forward chaining 
expert system application that can identify digestive 
disorders in rabbits. 

II. RESEARCH METHODOLOGY  
 

The research method used in this study is the Forward 
Chaining method. Referring to the opinions of Russel and 
Norving in [13] , the Forward Chaining Method is a search 
method or forward tracking technique that begins with 
existing information and incorporation rules to produce a 
conclusion or goal.  

The forward chaining algorithm is logically described 
as a repetition application of the ponens mode (a set of 
inference rules and valid arguments); this method uses the 
inference engine by taking one of two reasons (thinking). 
Forward chaining begins to work with the available data 
and uses inference rules to get the other data until the target 
or conclusion is reached [14]. 

Inference machines that use forward chaining look for 
inference rules until they find one of the correct antecedents 
(theoretical postulates or IF - THEN clauses). When such 
rules are discovered, the decision-making machine can 
make inferences, or consequences (THEN clauses), which 
generate additional information from the data provided.    
The machine will repeat this process until the target is 
found [15].  The stages in this study start from data 
collection, system design, and implementation.  

This article uses several data collection methods: 
literature study, documentation, observation, and 
interviews. It is a data collection technique by reading and 
comparing literature on the internet in articles, journals, and 
books [16]. Next comes the documentation. Data collection 
with documentation techniques is carried out by observing, 
researching, and mastering systems that have been seen or 
previously formed related to research objects to obtain 
valuable data. The interview itself is a data collection 
technique using question and answer sessions with experts 
to obtain the necessary information and data [17]. At this 
stage, the author observes and questions and answers 
through visiting a veterinary clinic and rabbit farm in order 
to get accurate results and later become the author's 
solution data in this expert system planning 

The design of the algorithm in the expert system was 
created to make it easier to read the programs that have 
been created. Knowledge is divided into two main parts of 
its process: facts and conclusions. Then classify the facts 
into more specific facts and form rules with certain 
conclusions. Users provide input in the form of facts, 
namely user data and visible symptoms. Then enter the data 
into the rule, where the system will confirm whether the 
rule is correct. If it is not appropriate, the user will fill in 
other data. However, if appropriate, the rules or facts will 
be stored in a file in the database, and the file will go 
through a process by which the user can carry out the 
identification process [11]. 

In the identification process, conclusions will be drawn 
about diseases caused by symptoms entered by the user or 
diseases that cannot be found because the disease does not 
comply with the rules. The results obtained at the end of the 
plan are in the form of preventive and treatment solutions 
according to the type of disease. 

The use of forward chaining in the expert system so that 
later users can choose facts in advance about 
gastrointestinal diseases suffered by rabbit owners. Next, a 
conclusion will be formed against the previously selected 
points. In the identification process, decisions will be 
drawn about infections caused by symptoms entered by the 
user or illnesses that cannot be found because the condition 
does not comply with the rules. The results obtained at the 
end of the plan are in the form of preventive and treatment 
solutions according to the type of disease. 
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The forward chaining method can provide much 
information from only a small data set. The advantage of 
this method is that it will work well when the problem starts 
from collecting/unifying information and then looking for 
what conclusions can be drawn from the report. 

The following figure 1 is the design step of the 
algorithm in the author's expert system to make it effortless 
to read the program that has been made. If there is a failure 
in the knowledge base, the decision will be back in the 
appearing symptoms step. Here below the detailed 
algorithm arrangement, 

 
Figure 1. Algorithm Arrangement 

III. RESULTS AND DISCUSSION  
As for making a simple expert system with an android 

foundation for diagnosing disorders of the rabbit digestive 
system, the expert system designed incorporates symptom 
and disease data, which is a crucial object. The author has 
created the expert table below to make it easier to process 
knowledge base data input. 

 
Table 1. Rabbit Digestive Disease Data 

No Disease Code Name of Disease 
1 P01 Bloating 
2 P02 Coccidiosis 
3 P03 Enteritis 
4 P04 Hairball 

 
 
 
 
 
 

 
Table 2. Rabbit Digestive Disease Symptoms Data 

NO Symptoms Code Symptoms of 
Disease 

1 G01 Sluggish 
2 G02 Faint 
3 G03 Bloated Stomach 
4 G04 Diarrhoea 
5 G05 Anorexia 
6 G06 Abdominal 

Distension 
7 G07 Watery Stool 
8 G08 Slimy Stool 
9 G09 Bloody Stool 

10 G10 Depression 
11 G11 Lose Weight 

 
Table 3. Data Types of Rabbit Digestive Disease Solution 

No Solution 
Code 

How to Overcome 

1 S01 Medicine: Bamboo Shoots K, 
Acepromazine, Permethyl 
 
Vitamin: B Complex, Probiotik, Sun-drop 
 
Lifestyle: Reduce food/drink consumption 
and give dry feed such as timothy grass 
 
If you feel the condition is severe, 
immediately consult a veterinarian 
 

2 S02 Medicine: Sulfaquinoxaline, Nitrofurans 
 
Lifestyle: Separate rabbits from others, place 
rabbits in a clean and comfortable place, and 
provide nutritious food and drinks 
 

3 S03 Medicine: Bamboo Shoots K, neomycin or 
chloramphenicol antibiotics 
 
Lifestyle: Reduce the consumption of food 
or drink and provide dry feed such as 
timothy grass 
 

4 S04 Medicine: Hairball paw gel 
 
It is recommended to check with the 
veterinarian 
 
Lifestyle: Be diligent in combing the rabbit's 
fur so that the hair that falls out is not 
swallowed and do grooming regularly 

 
Table 1 shows that rabbit digestive diseases are inputted 

in the P01 to P04 code. Each code defined the name of the 
disease. In addition, as shown in table 2, the disease 
symptoms illustrate by G01-G11 codes. Finally, the disease 
solution presents in table 3 and using S01-S04 codes. It 
includes how to overcome the diseases, such as medicine 
will be taken and lifestyle changes. 

Moreover, in making an adequate expert system the 
User Interface (UI) needs to be inputted some algorithm 
language using IF, AND, and THEN commands. Due to 
reflecting the knowledge, the rule method is used in the 
form of If-Then (IF-THEN). The rules consist of four types. 
Here below the detail of the rules: 
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Rule 1  
 
IF Sluggish 
AND Faint 
AND Bloated Stomach 
THEN Rabbit diagnosed with bloating 
 
Rule 2  
 
 IF Diarrhoea 
AND Lost Appetite 
AND Abdominal distension 
THEN Rabbit diagnosed with coccidiosis 
 
Rule 3 

IF Diarrhoea 
AND Watery Stool 
AND  Slimy Stool 
AND  Bloody Stool 
Then Rabbit diagnosed with Enteritis 
 
Rule 4 
 
IF Anorexia 
AND Diarrhea 
AND Depression 
AND Lose Weight 
Then Rabbit diagnosed with Hairball Disease 
 

The entire four rules to be inputted based in basic data 
as shown in tables 1,2 and 3. The four diseases data inputted 
as THEN command. The previous IF and AND function is 
used to determine disease symptoms. Each rule has a 
different solution from the expert system. The expert 
system must analyse the input and output rules. 

The expert decision tree that the author has made is 
based on the Expert Table as shown in figure 2, 

 

Diagnose

G01 G04

G02

G03

P01

S01

G05 G07

G06 G010

P02

S02

G011

P04

S04

G08

G09

P03

S03

 

Figure 2. Root Decision Tree 
The root decision tree based in figure 2 illustrates that 

the sequences are from G to P to S codes. It means that the 
rabbits have some symptoms and are diagnosed with a 
disease. After that, the expert system could give a decent 
solution to the rabbit. 
 

 
Figure 3. Use Case Diagram 

 
Furthermore, as shown in figure 3 the case diagram 

explains the two steps which user can click within the 
expert system. The first way is to make a diagnosis of the 
disease and another step is function as a data viewer. The 
following table 4 is a description of the use case diagram of 
the user in the Rabbit Digestive Disease diagnosis system, 
 

Table 4. Description of Use Case User Expert System for Diagnosis of 
Rabbit Digestive Disease 

Use Case Name Diagnostic Process 
Requirement  
Goal Users can access all the menus on the expert 

system for diagnosing rabbit digestive diseases 
Pre-Conditions Users know about the rabbit digestive disease 

diagnosis application 
Post-
Conditions 

Users can find out the type of disease and the 
solution for handling it 

Failed and 
Conditions 

The user does not get the type of disease or 
solution to the problem in diagnosing rabbit 
digestive diseases 

Primary Actors User 
Mainflow/Basic 
Path 

1. Users answer questions in the form of 
digestive disease symptoms in rabbits 

2. Users get information about the type of rabbit 
disease 

 
In other hand, based in table 4 the expert system has an 

use case for user. There some steps from the case, 
requirement, goal, pre-conditions, post-conditions, failed 
and conditions, primary actors, also mainflow or basic path. 
All steps determine case for user utilisation. If there is any 
miss step or error, the expert system will be back to 
previous step. 

The user interface is used to reflect the appearance of 
the application that will be used by the user. 
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Figure 4. Application User Interface Design (Welcome Section) 

 
Subsequently, the dashboard menu of the expert system 

program as shown in figure 4 consists of diagnose and 
about section. If the user clicks on the diagnosis, you'll be 
sent to figure 5, which comprises questions that will 
provide the diagnostic findings and answers for a solution, 
as shown in figure 6. Whenever the user clicks the about, It 
advances to the section containing information on the 
expert system creator.  

 

 
Figure 5. Application User Interface Design (Symptom Question 

Section) 
 

In addition, based on the above picture as shown in 
figure 5, the expert system asked about the rabbit symptom 

condition. The user must give a correct answer because it 
affects the next step. 

 

 
Figure 6. Application User Interface Design (Diagnose and Solution 

Section) 
 

Finally, the final view of the expert system as shown in 
figure 6 the diagnose and solution of the rabbit. The 
diagnose is inputted from previous rule data based in table 
3. The data from the inputted rules is vital to give an 
appropriate answer. 

IV. CONCLUSION  
In summary, the forward chaining method can identify 

gastrointestinal diseases of rabbits according to the existing 
symptoms. The created system can only identify 
gastrointestinal disorders in rabbits. The Forward Chaining 
method in the diagnostic process will provide questions by 
the tree flow, so it must answer each question until the 
discharge is completed to get the final result (solution). The 
implication of the existence of an information system 
created is that users can quickly consult anywhere and 
anytime just by using a  cellphone. Further research is 
expected to be able to develop applications by adding 
disease symptoms and solutions so that more diseases are 
detected and can be appropriately treated. 
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Abstract − The development of technology at this time, every agency certainly tries to improve the quality of its services. 
The Complaint Application is an information system that aims to provide aspirations for the performance of an agency. 
In this case the researchers took the case of the Batam State Polytechnic, where the campus wanted to realize Bureaucratic 
Reform at the Batam State Polytechnic by making a website-based Polibatam Complaint Application. Initially, the 
website was completed in the fourth semester during the implementation of Project Based Learning. In this case, the 
researcher conducted research to create a V.0 Complaints application with improvements from a website that had been 
built previously so that a website-based Public Complaint Application design was needed that was easy to use and could 
see responses to aspirations and complaints. The method that the researcher uses in designing the Polibatam V2.0 
Complaint Application is the Waterfall model with MySql as the Database Management System, as well as PHP, 
JavaScript as the programming language to be used and Laravel as the PHP Framework. The completed application is 
then tested using the black box testing methodology, which allows all functionalities to be executed and implemented in 
accordance with the previously created functional requirements. 
 
Keywords – public complaint system, laravel, polibatam, website 

I. INTRODUCTION  
In the current era of globalization, information technology 
has become one of the main needs in everyday life. 
Providing information today is not as difficult as in the past, 
which only got information from television or newspapers   
[1] 
. Then along with the development of technology that has 
become increasingly varied, currently information is 
expected to be faster and more efficient than before [2] and 
is also expected to be used as a facility that can channel 
people's aspirations and complaints [3]. Seeing the 
importance of information in the development of 
technology, that is what underlies the creation of the 
Website-Based Polibatam Complaints Website. 

 Initially the Polibatam Complaints Website was 
designed for Project Based Learning (PBL) activities in 
semester 4 which became the V1.0 Complaints Website. In 
the process, the Polibatam V1.0 Complaints Website has 
been completed, but when demonstrating the website to the 
management, there are additions to its features. Some of the 
added features are the Reporting account verification 
feature, the importance of this reporting account 
verification is to avoid false reports. 

 Furthermore, adding an email notification feature for 
officers when a report has been received, the importance of 
this email notification is to make it easier for officers to 
monitor reports, so that no reports are missed. Furthermore, 
the reporting feature is added to be able to respond to the 
officer's response. In addition to adding features, the 
Polibatam V2.0 Complaints Website also changes the 
system, the system change is that the response given by the 
unit will be sent first to management for verification. 

If the response is valid then management will then send 
it to the reporter and if the response is not valid then the 
response will be returned to the relevant unit. The 
Polibatam V2.0 Complaint website also changes the unit 
system owned by Polibatam, where on the V1.0 website the 
unit part cannot be changed, so on the V2.0 Complaint 
website improvements are made so that the system owned 
by the website becomes dynamic.   

II. RESEARCH METHODOLOGY 
 
A. Data Collection Method 
Method of data collection by conducting a question and 
answer session with internal supervisory unit (SPI) 
Polibatam as the project owner of the Polibatam 
Complaints Website. Interviews were conducted to obtain 
information about the system to be developed and how to 
handle complaints.  

 
B. System Development Method 
Development using the waterfall model is one type of 
application development model and is included in the 
classical life cycle, which emphasizes successive and 
systematic phases [4]. The waterfall model research 
methodology is described and depicted in Figure 1 as 
follows [5].  
Needs Analysis, this phase serves to understand user needs 
for the system, information system boundaries about 
system requirements are obtained through interviews, 
surveys or discussions [6]. System Design, which is to 
describe the system based on the results of the needs 
analysis, this phase serves to provide an overview of what 
will be done and how it will look. Implementation, is the 
stage where the implementation of the system design that 
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has been built previously, starting from the approval system 
for responses to notifications via email. 

 
Figure. 1 Waterfall Model. 

Testing is the stage where testing the website that is being 
developed, to find out whether the website that has been 
developed is in accordance with the design and also ensures 
that there are no errors or bugs in the features that have been 
developed [7]. Maintenance is a process that is carried out 
after the system is used by users [8], [10],[11] 
in this phase maintenance will be carried out on the website 
to update or repair. When the system has been completed, 
the system testing process will be carried out using the 
Black Box Testing method[9] 
.   
C. System Overview 

This Complaint System uses the website as a means of 
complaint. When the reporting user makes a report, the 
complainant needs to fill out the report form that has been 
provided. After filling out the report, the reporter can then 
send the report so that it is stored in the database. After the 
report is sent, the report will go to the admin officer for 
further verification of the report whether it is correct or not 
and if the report is correct then the admin can forward the 
report to the unit or management. 

If the report is deemed necessary, the admin can 
forward the report to the unit and if the report is deemed 
necessary for investigation, the report can be forwarded to 
the management section. After the report gets to the unit, 
the unit can respond to the incoming report, when 
responding to the reporter, the response must first be 
verified by management, if management feels that 
something is lacking in the response that has been given, 
then management can return a response to the unit. the 
related response to be corrected immediately and if 
management feels that the response given is correct then 
management will forward the response that has been made 
by the unit to the reporter. 

If the report goes to the management section, 
management can verify the incoming report, if it is true that 
the incoming report requires an investigation then 
management can carry out an investigation process, but if 
it turns out that the incoming report does not require an 
investigation then management can forward the report to 
the related unit to immediately response to the report. 

 
Figure. 2 System Overview. 

 
D. System Comparison 

 
Table 1. System Comparison 

No Complaint App Version 1 Complaint App Version 2 

1 Register. Register. 
2 - The system sends an email to 

the complainant to verify the 
account. 

3 Login Login 
4 The reporter fills out the 

report 
The reporter fills out the 
report 

5 - The system sends an email to 
the admin if a report comes 
in 

6 Admin sees incoming reports Admin sees incoming 
reports. 

7 Admin can reject incoming 
reports. 

Admin can reject incoming 
reports 

8 The report is forwarded by 
the admin to the management 
for further management to 
forward the report to the 
related unit. 

The report will be verified by 
the admin, if the report does 
not require investigation then 
the report will be forwarded 
to the unit, and if the report 
needs investigation then the 
report will be forwarded to 
management. 

9 - The system sends an email to 
the unit when a report comes 
in. 

10 - The system sends an email to 
management when a report 
comes in. 

11 Units can provide immediate 
response to the complainant. 

The unit provides a response 
which will then be verified 
by management, if the 
response is valid then the 
response will be sent to the 
reporter, and if the response 
is not valid then the response 
will be returned to the unit 
for correction. 

12 Management can send a 
direct response to the 
complainant. 

Management can send a 
direct response to the 
complainant. 

13 - 
 

The system will email 
management when a 
response comes in. 

14 - The system will email the 
unit when a response is 
returned by management. 

  
 

The system will email the 
unit when a response is 
returned by management. 

15 - The reporter can provide a 
response to the response 
given by the officer. 
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The Polibatam Complaint Website version 2.0 is a 
development of the Polibatam Complaint Website version 
1.0, in table 1 below, a comparison of the 1.0 and 2.0 
systems is shown. Changes that occurred on the website 
version 2.0 were the addition of a new feature for sending 
account verification emails and messages to the reporter 
and admin, then also adding feature updates related to 
management such as viewing, responding and verifying 
responses from the unit before being sent back to the 
complainant. Shown in Table 1. 
 

III. RESULTS AND DISCUSSION 
A. Implementation and Result 

The stages when using the Polibatam Complaints 
website are first by opening a browser and then accessing 
the website address of the Polibatam Report. The first page 
that will appear is the login page. Users can register as a 
reporter, officers can log in using an existing account. If the 
username and password entered on the login page are 
correct, the user has successfully entered the Polibatam 
Report system. The first step, we have the login page used 
by the reporter and officer, when the user successfully 
enters the username and password it will be forwarded to 
the dashboard page of each user. If the complainant does 
not have an account, the complainant can create an account 
on the account registration page. 

After logging in, the complainant will enter the 
reporting dashboard page. The first page that will be found 
is the report form page as shown in Figure 3. When the 
reporter has made a report, the reporter can see a list of 
reports. 

 
Figure 3.  Report Detail 

 
After submitting a complaint, the reporter can view the 

status of the complaint on the report list page. If the report 
is rejected by the officer, the reporter can display the 
reasons for the refusal given by the officer as shown in 
Figure 4. And if the report has been received and has been 
responded to by the officer, the reporter can see the officer's 
response. 

 
Figure 4.  Report List 

 
In Figure 5 the admin dashboard page is displayed, 

when the admin logs in, the initial page that will appear on 
the admin is the report information page. After seeing that 
there are reports that have been submitted, the admin will 
then open the list of incoming reports in Figure 4. 

 

 
Figure 5.  Officer's Response 

After opening the list of incoming reports, the admin 
can then see the details of the reports that have been 
entered, and if the admin wants to forward the incoming 
reports, and if the admin wants to reject the report, the 
display of the reject report page is shown in Figure 6. 

 
Figure 6. The Reason The Report Was Rejected 

 
Next is the unit dashboard, when the unit logs into the 

system, the initial page that will appear is the report 
information that comes from the admin. When the unit sees 
that a report has been submitted, the unit will then open the 
incoming report list page, the incoming report list page. 
Once on the incoming report list page, the unit can view the 
details of the incoming report. After viewing the details of 
the incoming report, the unit can provide a response to the 
incoming report. After providing a response, the response 
will go to the management for further verification of the 
response that has been given by the unit. If the response is 
not appropriate, the response will be returned by 
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management to the unit and if it is appropriate, it will be 
forwarded to the reporter. 

When management finishes logging into the system, 
management will enter the start page of the management 
dashboard, on the management dashboard page you can see 
information on reports that have been entered, reports that 
are being investigated, and responses that require 
verification, incoming report pages, and management as 
well. can see the report being investigated as shown in 
Figure 7. 

 

 
Figure 7. Investigation Report Page 

 
B. Application Testing 

 
Testing the Polibatam Complaint Application as a 
complaint website is carried out by testing based on its 
functional needs[13],[14],[15] 

. This test is carried out to see the functions that have 
been created. The testing method used is the Black Box 
Testing method so that the tests carried out will focus on 
the functionality of the system that has been built 

N
o 

Usecase 
Testing 
Scenari

o 
Testing Data Result 

Valida
tion 

1 Registe
r. 

Enter 
name, 
email, 
phone 
number, 
userna
me, 
passwor
d. 

- Nama: Vicky 
Leonardo 
- Email : 
vickyleonardo23@
gmail.com 
- No hp: 
081234567789 
- Username: 
Vicky 
Password: xxx 

The 
account 
was 
successf
ully 
registere
d and 
the 
system 
was 
successf
ul 

√ 

2 Login 
Reporte
r 

Enter 
the 
register
ed and 
verified 
userna
me and 
passwor
d. 

- Username : 
Vicky 
Password : xxx 

Success
fully 
logged 
in and 
redirect
ed to the 
dashboa
rd page. 

√ 

3 Make 
Report 

Include 
title, 
location
, 
content, 
date of 
occurre
nce, 
unit of 
destinat
ion, 

- Title : UKT 
- Location : 
Kampus 
- Subject : 
kekurangan biaya 
- Date : 15/06/2022 
- Unit: Subbagian 
Akademik dan 
Kemahasiswaan 
- File : contoh.png 
 

The 
report 
has been 
saved 
successf
ully and 
the 
notificat
ion 
email is 
sent to 

√ 

supporti
ng files. 

the 
admin 
officer. 

4 Reporte
r Gives 
Feedba
ck 

The 
complai
nant 
opens 
the 
complai
nt list, 
and 
opens 
the 
respons
e page 
from 
polybat
am and 
fills out 
the 
respons
e form. 

- Feedback : 
Tolong Konfirmasi 
lebih lanjut. 
 

The 
respons
e was 
successf
ully sent 
to the 
officer. 

√ 

5 Login 
Admin 

The 
officer 
enters 
the 
register
ed 
Userna
me and 
Passwor
d 

- Username: 
Admin 
- Password: xxx, 
- Username: sbak 
- Password: xxx, 
- Username: 
manajemen 
- Password: xxx. 
 

Success
fully 
logged 
in and 
redirect
ed to the 
dashboa
rd page. 

√ 

6 Admin 
Reject 
Report 

Admin 
opens 
the 
incomin
g report 
menu. 

Give reasons for 
refusal on reports 
that have been 
previously made 
by the 
complainant. 

The 
report 
status 
changed 
successf
ully and 
added 
the 
reason 
for the 
rejectio
n of the 
report. 

√ 

7 Admin 
forward 
report 

Admin 
opens 
the 
incomin
g report 
menu. 

Reports that have 
been made 
previously can be 
forwarded to the 
unit if it requires a 
reply from the unit, 
forwarded to 
management if it 
requires 
investigation. 

The 
report 
was 
successf
ully 
forward
ed and a 
notificat
ion 
email 
was sent 
to the 
officer. 

√ 

8 Unit 
Gives 
Feedba
ck 

Unit 
opens 
report 
list 
page, 
view 
report 
details, 
fill out 
feedbac
k form 

Enter feedback Saved 
respons
e, 
waiting 
for 
manage
ment 
verificat
ion, 
notificat
ion 
email to 
manage
ment 
successf
ully 
sent. 

√ 

9 Report 
verifica

Manage
ment 

Reports that have 
been previously 

Report 
saved, 

√ 
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tion 
manage
ment 

opens 
manage
ment 
dashboa
rd page, 
opens 
report 
list, 
view 
report 
details 

given will then be 
verified, if the unit 
requires a reply, 
the management 
will send a report 
to the unit, and if 
an investigation is 
needed, the report 
will be 
investigated. 

email 
successf
ully sent 
to unit 
officer. 

1
0 

Respon
se 
verifica
tion 
manage
ment 

Manage
ment 
opens 
the 
login 
feedbac
k page, 
views 
the 
details 
of the 
respons
e. 

Responses from 
previously signed 
units will be 
verified. 

The 
respons
e was 
successf
ully sent 
to 
manage
ment. 

√ 

 

IV. CONCLUSION 
Based on all the development stages that have been 

carried out to create a Polibatam Complaints Website, it can 
be concluded that: The system has been built starting from 
an analysis in the form of an overview of the system, 
functional requirements, non-functional requirements and 
based on data collection that has been carried out. Based on 
the test results, it can be concluded that the Polibatam 
complaint website can run according to the needs that have 
been submitted by the Polibatam internal supervisory unit 
(SPI). 
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Abstract- The globe has become borderless as a result of the rapid development of information and communication technologies. 
People even use the internet as a means of buying and selling products and services online, which was subsequently referred to as the 
online market. The internet has evolved to adapt to the demands of the community and people even use the internet as a method of 
doing so. The Bima weaving company group use web marketing to supplement their sales efforts. The objective of this research is to 
investigate the role that social media and online marketplaces have in shaping consumer interest in purchasing bima weaving items. 
The data were acquired via the use of an online questionnaire, and there were a total of one hundred people that responded to the 
survey. sampling carried out utilizing the method of purposive sampling Excel 2013 and SPSS 22 for Windows are the programs that 
are used to handle the data. Quantitative research methodologies and multiple linear regression analysis are used in this work. This 
demonstrates that there is a beneficial influence that social media has on purchase interest. It is possible to draw the conclusion that 
there is a tight association between the independent and dependent variables as a result of the fact that the correlation value between 
the social media and marketplace variables from the purchasing interest variable is 75%. According to the findings of the t-test, the 
desire to purchase bima weaving items is significantly impacted by the use of social media. The marketplace is a crucial factor in 
determining the degree of purchaser interest in bima weaving items. According to the findings of the F test, the combination of the 
market and social media has a substantial impact on the amount of interest buyers have in purchasing Bima woven items. 
 
Keyword : social media, marketplace, buying interest, bima weaving.  
 

I. INTRODUCTION 

 The pace of technological progress is 
really high right now. At first, all we had to go on 
was radio, television, and newspapers; but, as time 
went on, people's information and communication 
demands became more sophisticated, prompting 
scientists to develop more cutting-edge 
technology. Internet users now use this newly 
coined term "online market" to purchase and sell 
products and services to one another. This is just 
one example of how the Internet has evolved to 
meet human needs as information and 
communication technologies have progressed. 
Bate'e (2019) was the first to study how 
consumers' use of social media affected their 
purchases from the Nias Gunungsitoli T-shirt 
Store. filled completed the survey using statistical 
methodology and data gathering procedures. 
Testing for dependability utilizing the approach of 
halves[1]. The goal of this study is to examine the 
impact of social media and online shopping on 
consumer behavior. the use of numerical analysis 
and descriptive checking. 

 
Shopping online is a relatively recent 

phenomena in Indonesia. People would rather 
purchase online than make the effort to physically 
go to a store. Because of the rising popularity of 
purchasing online, several new virtual 
marketplaces have emerged. The most popular 
Indonesian online marketplaces are Shopee, 
Tokopedia, and Bukalapak. Youtube, Whatsapp, 
Facebook, and Instagram have the highest 
numbers of users in Indonesia. Tenun bima settled 
on Shopee, Instagram, and Whatsapp as their 

primary marketing channels after analyzing user 
data from the most popular platforms[2],[3]. 

 
With 197 followers, Instagram is the 

platform where bima weaving items have attracted 
the most attention from consumers. Instagram has 
grown very popular among its users, both sexes. 
You may better connect with your customers for 
bima weaving items by using the Instagram 
business feature to see data on your followers, 
such as daily visitor statistics and the most popular 
posts. Bima, the weaver, has 570 WhatsApp 
friends. Whatsapp may bring businesses and their 
consumers closer together, which is great news for 
the sales of Bima woven goods. The marketing of 
bima weaving items in the market allows for 
hands-free management of all aspects of a sale, 
including product discovery, purchase, and 
assessment through rating and review tools. The 
company's operations are streamlined as a result. 
The results of internet advertising have been 
promising so far. Sales of Bima weaving goods 
have declined precipitously over the last year. The 
author is interested in the impact of marketing and 
social media on consumer interest in Bima 
Weaving goods because of the dismal 2021 sales 
figures.  

 
 

II. RESEARCH METHODOLOGY 
This investigation makes use of 

descriptive quantitative techniques and multiple 
linear regression analysis. This research uses a 
sample size of 100 participants drawn from the 
community of social media users and shoppers at 
the Bima Tenun marketplace. A method of 
sampling chosen for its usefulness or 
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interestingness (purposive sampling). Primary 
data collected through online survey questions. 
The measurement scale used is a Likert scale with 
a rating of 1. Strongly disagree, 2. Disagree, 3. 
Neutral, 4. Agree, 5. Strongly agree.  

 
Conceptual framework 
 
 
 
 

H1 
 

    H2 
 
 
 

Figure 1. Conceptual framework 
 

H1: Social media has a significant effect on 
buying interest in Bima Weaving products. 
H2: Marketplace has a significant effect on buying 
interest in Bima Weaving products. 
Hubungan Antar Variabel 
 

The Influence of Social Media 
Characteristics on Consumers' Intent to Make a 
Purchase[4] found that there was a 70.9% 
correlation between Instagram engagement and 

consumer propensity to make a purchase. The 
coefficient of correlation is statistically 
significant. This indicates that there is just one 
direction of influence between the two factors. 
Instagram's success as a social media platform 
correlates to increased customer enthusiasm for 
making a purchase. An individual's propensity to 
purchase is 70.9% more likely if they follow a 
brand on Instagram. Thus, it can be concluded that 
Instagram has a substantial impact on the Floating 
Market's customers' desire to make purchases. 

 
H1: Social media has a significant effect on 
buying interest in Bima Tenun products.  
 

Faisaletal's purchasing motivation and its 
link to a market variable. Chi-square test findings 
for e-commerce variables are shown in Survey 
(2020). The chi-square value was 16,309 and the 
p-value was 0.001 0.05 according to the SPSS chi-
square test findings[5]. This indicates the 
influence of e-commerce factors on consumer 
demand for bima woven goods[6]. 

 
H2: Marketplace has a significant effect on buying 
interest in bima Tenun products 

 
 
 

 
 
 

Table 1 Variables and Operational Definitions 

Variables and Operational Definitions 

Variables Variable Operational Definition Indicator Source 

Social media 
(X1) 

According to the most up-to-date version of the 
Cambridge Dictionary (2017), social media may be 
defined as an online platform that encourages 
participation in social networks via the production and 
dissemination of user-generated content. 

 
1. Build a relationship 
2. Brand building 
3. Advertising 
4. Promotion 

Mileva theses dissertation 
[7] 

Marketplace 
(X2) 

According to Artaya and Purworusmiardi [8] in Nathasya 
(2018), a marketplace is a website that facilitates trade 
between businesses. The notion of the market place is 
quite similar to that of the conventional market. As a 
central meeting point for consumers and sellers, 
marketplaces facilitate the smooth transaction of goods 
and money. 

1. System quality 
2. Quality of information 
3. Quality of service 

DeLone & McLean (2003, 
in Faisal et al., 2020) 

Purchase 
interest (Y) 

Purchasing interest is defined by Tjiptono (2007, in 
Aptaguna and Pitaloka, 2016) as the degree to which a 
responder is likely to take action before a purchase 
decision is made. 

1. Transactional interest 
2. Referential interest 

3. Preferential interest 

4. exploratory interest 

Tjiptono(2007, in 
Aptaguna & Pitaloka, 
2016) 

 
 

 
 
 
 
 
 

Data analysis technique 
This research employs multiple linear 

regression analysis due to the presence of several 
independent variables. Also, just one dependent 
variable will be evaluated against the independent 
ones. Tests for normality, multicollinearity, 
heteroscedasticity, F-tests, t-tests, and coefficients 
of determination will be run to determine whether 

Social media 

Marketplace 

Buying 
interest 
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or not the data is valid and trustworthy before any 
multiple linear regression analyses are performed.  

 
III. RESULTS AND DISCUSSION 

This study's findings are quantitative, 
based on responses from one hundred people. 
The sample of those who filled out the 
surveys came from people who follow the 
researchers online and shoppers at the Bima 
Tenun market. A Google form was used to 
conduct an online survey and gather the 
necessary information. A Likert scale was 
used as the assessment tool for this 
investigation.  

 
Validation Test  

Validation procedures assist in 
determining whether a set of questionnaires is 
enough for identifying variables, as stated by 
previous research [9]. The total number of altered 
elements in each question is correlated with one 
another, and this is how the validity score is 
calculated. Here are the guidelines for checking 
measurements:  
A. If the adjusted total item correlation > 0.300, 
then the question is valid. 
B. If the total items < 0.300, the question is 
invalid. 

 
All questionnaire questions were 

certified valid or usable as measures of the 
variables of interest since their respective 
correlation values were larger than 0.300, as 
determined by the validation test. The cronbach 
alpha for (X1), (X2), and (Y) is larger than 0.60, 
as determined by the reliability test. The index 
generated by the survey instrument may be 
considered trustworthy if its Cronbach alpha is 
more than 0.60. Consequently, it follows that all 
of the study's independent and dependent 
variables may be relied upon. 

 
Normality test  

The P-Plot of Regression Standardized shows 
that the residual value follows a normal 
distribution. An ordinary residual value is one in 
which the point is on the diagonal. 

 
Multicollinearity Test  

  
Using a multicollinearity test, we see that 

the VIF value for the two independent variables is 
less than 10, and the tolerance for the two 
independent variables is more than 0.1. This 
indicates that the two predictors are not 
multicollinear. 

 
Linearity Test  

The linearity test shows that the 
independent variable (social media) is not linear 
with the dependent variable (buying interest) 
because the significance value is less than 0.05. 

The significance value of the marketplace variable 
is 0.561 which means it is greater than 0.05, but 
the independent variable (marketplace) is linear 
with the dependent variable (buying interest). 

 
Heteroscedasticity Test  

A test for heteroscedasticity reveals that 
the data points do not cluster. As a result, we may 
say that this regression does not have a non-
uniform variance. 

. 
T -  Test  
a. The Impact of Social Media on Consumer Intent 
to Purchase For those interested, the t-test yielded 
a tcount of 5.283 and a Sig value of 0.020. This 
demonstrates that both the tcount and Sig values 
are larger than 0.05, since the tcount is greater than 
1.98472 and the Sig value is greater than 0.05. 
Accordingly, factors related to social media 
significantly affect consumer enthusiasm for 
Weaving Bima wares. 
b. A t-value of 3.618 and a sig-value of 0.000 were 
calculated for the market for buyer interest. The 
tcount number is more than the ttable value of 
1.987472, and the sig value is greater than 0.05, 
proving that the null hypothesis cannot be 
rejected. Demand for Bima woven goods is 
therefore significantly influenced by market 
conditions. 
 
F - Test  

The value of Ftable was 3.09 (Table F at 
the 5% significant level) when the equations 
Ftable = (k:n-k), Ftable = (2:100-2), and Ftable = 
(2:98) were applied to the data from the research, 
which included two independent variables and 
100 samples. The numbers in the table add up to 
an Fcount of 62,612 and a Sig of 0.000. Since 
Fcount is larger than Ftable 3.09 and Sig is less 
than 0.05, we may conclude that the significance 
level is low. Together, social media and 
Marketplace have a considerable impact on 
consumer enthusiasm for Bima Weaving goods. 

 
Coefficient of Determination 

Based on the results of the coefficient of 
determination test, we may infer that the two 
independent variables (X1 and X2) are moderately 
and positively correlated (R = 0.751) with respect 
to the dependent variable (buyer interest = Y). It 
may be inferred that there is a tight association 
between the independent variable and the 
dependent variable in this research since the 
correlation value (R) is near to 1. Then there's the 
correlation, According to the data in the table 
above, X1 and X2 account for 55.5% and 44.5% 
of the variance, respectively, while the remaining 
7.5% is explained by factors not included in the 
current study.  

 
The purpose of multiple linear regression 

analysis is to determine the presence or absence of 
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the influence of the independent variable with the 
dependent variable. Based on the tests performed, 
the following equation is obtained:  
Y = 3,310 + 0,394 X1 + 0,158 X2 + e  
With this equation, it will show the relationship 
between the X variable (Social Media and 
Marketplace) with the Y variable (Purchase 
interest). The interpretation is as follows:  
1. The value of the constant is 3.310. This means 
that if the independent variable does not change, 
namely on social media and the marketplace (X1 
and X2 = 0), then the willingness to buy is positive 
at 3.310. 
2. The regression coefficient value for the social 
media variable is positive at 0.394. In other words, 
assuming the social media variable (X1), the 
marketplace variable (X2) increases by 1 unit, and 
if the constant is 0, the level of buying interest 
increases by 0.394. Social media variables show a 
positive contribution to buying interest, so the 
better the marketing through social media, the 
more likely consumers are to buy. 
3. The value of the marketplace variable 
regression coefficient is positive at 0.158. That is, 
assuming the marketplace variable (X2) increases 
by 1 unit on the social media variable (X1) and the 
constant is 0, it will increase the level of buying 
interest by 0.158. The marketplace variable makes 
a positive contribution to buying interest, the 
better social media works, the more likely 
consumers are to be interested in buying.  
 
The Effect of Social Media (X1) on Buying 
Interest (Y) 
 

Based on the results of the t test done 
with the SPSS program, the results of the test 
show that social media variables have a big impact 
on buying interest. This shows that how much 
marketing there is on social media has an effect on 
how much people want to buy. So, it can be said 
that what people do on social media affects their 
desire to buy.  

 
Effect of Marketplace (X2) on Purchase Intention 
(Y)  

Based on the results of the t-test done 
with the SPSS program, the market variable has a 
big effect on buying interest. This shows that the 
quality of the system, the quality of the 
information, and the quality of the service in the 
market all affect consumer interest in buying. So, 
it can be said that what people do on social media 
affects their desire to buy. 

 
Research Implication  

People spend more time in front of the 
computer in this age of technology. This has 
caused people to switch from shopping in stores to 
shopping online. So, this research is likely to be 
useful for businesspeople and marketers, 
especially the weaving group of Bima Regency, 

which wants to use online marketing to implement 
its business strategy[10],. The results of this study 
show that both social media and the marketplace 
make people more interested in buying. Business 
owners should focus on online marketing to get 
more people interested in buying their 
products[11]. Also, business owners must be able 
to give customers things to do, like shopping 
without having to go to the store. This can be used 
with real product photos or real pictures. The color 
of the product should be similar to the color of the 
product being photographed, and the product's 
specs should be clear. 

 
IV. CONCLUSIONS 

 
Conclusions 

Based on what has been learned about 
how social media and the market affect the desire 
to buy bima weaving products, Among the 
conclusions reached are: 
1. Social media makes people more interested in 
buying products from Bima Weaving. 
2. Marketplace makes people more interested in 
buying products from Bima Weaving.  
 By using a sample of 100 respondents 
with a population of 197 Instagram followers and 
200 followers of a marketplace store. 
 
Recommendations   

Suggestions for People in Business 
When using social media to market a business, 
especially an online business, it's best to pay 
attention to the content being promoted. So that 
people will be interested in the products being 
sold, the content must be interesting and the 
information must be clear. It is also important to 
build good relationships with followers and build 
brands. If you want to market on a marketplace, 
you should choose one where both sellers and 
buyers are protected. Information that is easy for 
potential buyers to understand, up-to-date, and 
relevant to what they need. Have good service 
quality, like being quick to help and giving a 
guarantee. 

This study only looks at Instagram, 
WhatsApp, and the online marketplaces Shopee 
and Tokopedia. For more research, it is likely that 
social media objects and marketplaces other than 
those that have already been studied will be added. 
In future research, they plan to add other 
independent variables, such as websites, emails, 
and so on, to find out how other online marketing 
affects variables like buying interest. 

The research in this study has a weakness 
in that it is hard to find people to talk to in the 
Bima Weaving market. Researchers gave out 
questionnaires to Bima Tenun buyers on Shopee 
and Tokopedia, but only a few of them filled them 
out. 
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Abstract  Currently, the selection if thesis supervisors in Faculty of Computer Science at Universitas Internasional Ba-
tam is done based on direct consideration of the supervisor candidate’s competence, functional, and education. 
However, this thesis supervisor selection process is not very effective if the student doesn’t know a suitable supervisor 
for the topic of the thesis they have chosen. Therefore, a decision support system is required to determine the thesis 
supervisor so that the thesis submitted by student is match with the competence of the thesis supervisor candidate. The 
primary goal of this research is to create a decision support system application that can assist in determining the thesis 
supervisor. The Research and Development (R&D) technique was employed in this study, with the Simple Additive 
Weighting (SAW) decision making approach and the ADDIE model for the development process. Lecturer data was 
collected by distributing questionnaires. Based on the result of SAW calculations, it was found that alternative 7 (A7) 
and alternative 4 (A4) were the best alternative. From the result of testing on application, the application was able to 
provide recommendations for thesis supervisors to users based on the calculation using SAW Method. Future research 
may try to use or combine other decision-making methods, such as AHP or Apriori. 
Keywords – Decision Support System, Lecturer, Thesis, SAW Method 

I. INTRODUCTION  
College students are individuals who are pursuing 

higher education at a college, which includes high 
schools, academies, and the most common is a university. 
In addition to being given an academic burden to complete 
lecture assignments, college students also play an 
important role in the development of a country [1]. In 
process of completing the undergraduate education level, 
college student must work on a final project or mini thesis. 
Final project or mini thesis is one of the requirements for 
undergraduate students to graduate with a bachelor’s 
degree by presenting a scientific work which is the result 
of measuring academic ability from the field of science 
that they are engaged in, by describing analytically and 
systematically the result of research carried out in 
accordance with the direction of the supervisor.  

In Indonesia, normally undergraduate programs can be 
completed in eight semesters or four years and the final 
project or mini thesis is completed in the last semester of 
the study period as regulated by each faculty, following 
university standards [2]. Selection of a supervisor is 
something that must be done by college students to be 
able to complete their study period. In the preparation of 
the mini thesis, the supervisor plays an important role in 
the process of making a student’s thesis. In the selection 
of supervisors sometimes there are less than optimal 
decisions where the appointed lecturer doesn’t match the 
student criteria, as a result the resulting thesis is poor of 
quality or students need takes longer time in the [3]. The 
selection of a supervisor will greatly affect the length of 
time a student’s graduates. Therefore, the selection of 
supervisors is very important for college students.  

Research of Palopak and Lumbantobing on 2019 
developed a decision support system (DSS) by utilizing 

the simple additive weighting (SAW) method as a process 
in selecting dorm residents. In this selection process 
several criteria are used to determine which prospective 
occupants will be accepted. In this study, the criteria used 
were parental income, number of dependents of parents, 
number of siblings, willingness to take 17 credits, self-
cooking, student debt, and electricity tariffs. The result of 
this research is web-based application that applies SAW 
algorithm in the selection of university student dormitory 
residents [4]. 

The research of Janti on 2020 conducted an analysis 
for the selection of shipping expedition services using the 
Simple Additive Weighting (SAW) Method. The criteria 
used in this research are price, time weight, and volume. 
In this study, the result of JNE YES expedition was found 
as the best alternative based on the time and weight. 
Meanwhile, based on volume Wahana holds the best 
alternative [5]. 

The research of Permatasari and Adhi on 2020 
discusses the development of a decision support system to 
determine the tendency of a student to take courses within 
the scope of informatics and computer engineering using 
the Apriori algorithm. The research method used in this 
study was Research and Development (R&D). the 
research stage is carried out to collect data in the form of 
patterns of relationships that occur between students and 
elective courses. While at the development stage, web-
based application development is carried out using the 
PHP Programming language. The result of this research 
was a web-based decision support system that is used to 
generate association rules that can be used as 
consideration in opening elective courses [6].  

Based on the literature review and the background 
above, to help overcome the above problems, a decision 
support system is needed. This study focuses in 
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developing a decision support system using simple 
additive weighting algorithm to help college student in the 
process of supervisor selection.   

II. RESEARCH METHODOLOGY 
A. Decision Support System 

A Decision Support System (DSS) is typically 
designed to aid in the resolution of a problem or an 
opportunity. The decision support system (DSS) 
application is used for decision making. A Computer 
Based Information System (CBIS) is used in a decision 
support system application to support solutions to 
particular unstructured management problems [7]. A 
decision support system is a system that may make 
suggestions for decisions based on a range of criteria 
provided by the decision-making systems approach 
method, including AHP, SAW, ARAS, and others. In the 
business world, DSS are frequently used in decision-
making processes [8].  

 
B. Simple Additive Weighting (SAW) 

The Simple Additive Weighting (SAW) approach is 
also known as the weighted summing method. Finding the 
weighted sum of performance ratings for each alternative 
across all criteria is the main goal of the SAW approach. 
The SAW technique requires that the choice matrix (X) to 
be normalized to a scale that is equivalent to all of the 
alternative ratings that are provided [9], [10]. SAW 
Method required normalization process before ranking 
process. While in the normalization process, there are two 
types of criteria which is benefit and cost [11]. 

In general, the stages for applying the AHP technique 
to a problem are as follows [12], [13]: 

a. Determine or chose the alternative, namely Ai 
b. Identifying the criteria that will be used in 

decision making, namely Ci. 
c. Preparing the decision matrix using criteria (Ci) 
d. Normalizing the matrix using the equation 

adjusted with the type of attribute (benefit or cost) 
to create the normalized matrix R. 

    ( 1 ) 

Information: 
 : Normalization result value. 
 : attribute value for each criterion. 

 : the highest value for each of the 
criteria. 

 : the lowest value for each of the 
criteria. 

 
e. The sum of the matrix multiplication normalized 

R with the weight vector to achieve the highest 
value picked as the best option (Ai) as a solution 
is the result of the ranking procedure. 

    ( 2 ) 

Information: 
  : result of each alternative’s ranking 

  : weighted value for each criterion 
  : Normalization result 

 The largest value of  identifies as the best 
alternative (Ai) 

 
C. Research and Development Stage 

To aid in the development of this research, a defined 
structure for the steps is required. This framework 
represents the steps that will be done to solve the 
difficulties that will be described. This research is divided 
into 2 stages which is research stage and development 
stage. Figure 1 is the flow of research stage: 

 
Figure 1 Research Stage 

a. Identification the problem that occurred at 
Universitas Internasional Batam, right now the 
student selected the thesis supervisor only by 
personal wishes without considering the 
supervisor main skill or others information. 

b. Data for this study were gathered through 
interviews, observations, questioners, and a 
review of the literature. It is done at this stage to 
collect all the information that will be used to 
support this research. Observations were 
conducted directly at Universitas Internasional 
Batam by looking at how college students choose 
their thesis supervisor. The interview was 
performed by directly asking college students 
how they chose their supervisor. Questionnaires 
are used to gather data on lecturers. The literature 
study includes reading a variety of sources of 
information connected to the research title.. 
Researchers used online journals and books as 
reference sources. 
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Meanwhile the application development stage will use 

ADDIE Framework. The ADDIE model is a popular 
instructional design framework among application 
designers and developers. It is used by instructional 
designers in the development and training processes [14]. 
ADDIE framework consists of 5 steps as shown in the 
figure 2.  

 
Figure 2 ADDIE Framework 

a. The analysis is the preliminary stage that serves as 
the foundation for further development [15]. 

b. The ADDIE web-based decision support 
application's design phase can be described as an 
overview of creating a unique system design that 
functions as a single, cohesive unit. Stages to 
design a system in general can be done after 
completing the needs analysis stage [16]. 

c. Development stage is the process of realizing the 
design steps in real form. At this stage, the SAW 
algorithm will be implemented in a web-based 
application. 

d. Implementation stage is the stage to do testing to 
the application developed in the development 
stage. 

e. Evaluation stage is the stage to determine the 
success of the application that has been made. 

 

III. RESULTS AND DISCUSSION 
A. Determining of the criteria 

This research using Simple Additive Weighting (SAW) 
which important to determine the criteria and weight for 
every criterion in process of supervisor selection [17]. In 
determining thesis supervisor, criteria are needed which 
later each alternative will be compared based on these 
criteria. From the result of consultations with thesis 
supervisor, the following table 1 are the criteria used to 
determine the thesis supervisor. 

 
Table 1 Criteria and Sub Criteria 

Criteria Sub Criteria 

Education S2 
S3 

Functional Instructor 
Expert Assistant 
Lecturer 
Head Lecturer 
Professor 

Competence Web Design (Level 1) 

Machine Learning (Level 2) 
Digital Marketing (Level 3) 
Design (Level 4) 
Strategic Information 
System (Level 5) 

Lecture Status Permanent 
Part Time 

Number of mentoring 
students 

0-5 
6-10 
11-15 
16-20 
21-25 

 
B. Weight for every criterion and sub criteria 

. The weighting for criteria and sub criteria was 
determined subjectively. Below is the result of weighting: 

 
Table 2 Weight Score 

Category Value 

Very Low 0.1 
Low 0.25 
Medium 0.5 
High 0.75 
Very High 1 

 
Table 3 Criteria and Weight 

Criteria 
Code 

Criteria Type Weight 

C1 Education Benefit 25% 
C2 Position Benefit 15% 
C3 Competence Benefit 35% 
C4 Lecture Status Benefit 15% 
C5 Number of 

mentoring 
students 

Cost 10% 

 
Table 4 Sub Criteria Weight 

Criteria Sub Criteria Weight 

Education S2 0.50 
S3 1.00 

Functional Instructor 0.10 
Expert Assistant 0.25 
Lecturer 0.50 
Head Lecturer 0.75 
Professor 1.00 

Competence Level 1 1.00 
Level 2 0.75 
Level 3 0.50 
Level 4 0.25 
Level 5 0.10 

Lecture Status Permanent 1.00 
Part Time 0.50 

Number of 
mentoring 
students 

0-5 0.10 
6-10 0.25 
11-15 0.50 
16-20 0.75 
>20 1.00 

 
C. Supervisor Candidate Data 
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The data of supervisor candidate was collected from 
questioner. Table 5 is the sample data of the supervisor. 

 
Table 5 Supervisor Candidate Data 

Alternativ
e (Ai) 

Educatio
n 

Function
al 

Competenc
e 

Status 

Number 
of 

Mentorin
g 

Students 
A1 S2 Lecturer Digital 

Marketing 
Permane

nt 
>20 

A2 S2 Lecturer Cyber 
Security 

Part 
Time 

16-20 

A3 S2 Lecturer Design Permane
nt 

11-15 

A4 S2 Lecturer Machine 
Learning 

Permane
nt 

6-10 

A5 S2 Lecturer Machine 
Learning 

Part 
Time 

>20 

A6 S3 Head 
Lecturer 

Strategic 
Information 
System 

Permane
nt 

0-5 

A7 S2 Lecturer Machine 
Learning 

Permane
nt 

6-10 

 
D. Simple Additive Weighting Implementation 

Table 6 is the initial matrix of the data 
 

Table 6 Supervisor Candidates Categorical Data 

0.50 0.50 0.50 1.00 1.00 
0.50 0.50 0.10 0.50 0.75 

0.50 0.50 0.25 1.00 0.25 
0.50 0.50 0.75 1.00 0.25 

0.50 0.50 0.75 0.50 1.00 
1.00 0.75 0.10 1.00 0.10 
0.50 0.50 0.75 1.00 0.25 
Based on table 6 we will do normalization for that 

data. The normalization will be calculated based on the 
type of the criteria. For the benefit criteria will use the 
largest value. There are three criteria that are classified as 
benefits which is C1 with largest value 1, C3 with largest 
value 1, and C4 with largest value 1. And for cost criteria 
will use the smallest value. There are two criteria that are 
classified as cost which is C2 with smallest value 0.5 and 
C5 with largest value 0.  

After calculated the largest or smallest value for each 
criterion, that number will used to calculate the final 
number using Simple Additive Weighting (SAW) 
formula. Based on the result of the normalization of initial 
matrix, it produces an R Matrix. Table 7 is the result of 
normalized R Matrix. 

 
Table 7 R Matrix 

0.50 0.67 0.67 1.00 0.10 
0.50 0.67 0.13 0.50 0.13 

0.50 0.67 0.33 1.00 0.40 
0.50 0.67 1.00 1.00 0.40 
0.50 0.67 1.00 0.50 0.10 
1.00 1.00 0.13 1.00 1.00 
0.50 0.67 1.00 1.00 0.40 

 
After calculated R Matrix, then the ranking is 

calculated using equation 2. The criteria weight (W) for 
the calculation will based on table 3, W = [25; 15, 35; 5; 
20]. 

 

 
Based on the results of the above calculations, it 

produces the best alternative thesis supervisor. Best 
alternative based on the calculation are alternative 4 and 
alternative 7 and alternative 4 with score 76.55. The 
following table 8 is the ranking results. 

 
Table 8 Ranking Results 

Alternative (Ai) Result Ranking 
A7 76.55 1 
A4 76.55 1 
A6 69.55 3 
A5 66.05 4 
A1 62.00 5 
A3 53.10 6 
A2 35.90 7 

 
E. System Implementation 

Figure 3 Main Criteria Page 
Main criteria page as shown in figure 3 used to view 

existing criteria. At this page user can also change the 
weight or the type of each criterion. 

 
Figure 4 Sub Criteria Page 

Sub criteria page as shown in figure 4 used to view 
existing sub criteria. At this page user can add new sub 
criteria, update and delete it. 
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Figure 5 Lecturer Page 

Lecturer page as shown in figure 5 used to view all 
existing lecturer information.  

 
Figure 6 Add New Lecturer Page 

In add new lecturer page as shown in figure 6, users can add 
new lecturer information. Users need to fill all required field in this page 
before saving the data. 

 
Figure 7 Result Page 

Result page as shown in figure 7 will be showing all 
the calculations result such as alternative matrix and final 
ranking data. Based on the test result on the web-based 
application system, each of the top alternatives that have 
the highest value can be used as the consideration in the 
selection of mini thesis supervisor. 

IV. CONCLUSION 
This study using Simple Additive Weighting algorithm 

to help in the selection of mini thesis supervisor. By 
developing decision support system application for mini 
thesis supervisor selection, it will facilitate and speed up 
appropriately choosing a mini thesis supervision. The 
ranking results using SAW method are by sorting the 
largest numbers to the smallest. The result of the ranking 
with SAW method, the best alternative is alternative 7 
(A7) and alternative 4 (A5) with the same score of 76.55. 
For further research may try to use another algorithm like 
AHP or Apriori. 
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Abstract— Cultivation of catfish (Clarias Gariepinus) is a promising business field and also a very productive activity 

because public interest in catfish is high. This factor is observed by market demand for catfish which is increasing from year 
to year. In catfish farming, you must pay attention to the acidity of the water (pH), temperature, and oxygen levels, which can 
change if too much feed is given. This can cause catfish seedlings to die and affect the catfish harvest. Catfish farmers often 
provide excessive food which causes many catfish seeds to die. This research will conduct a study on an Internet Of Things 
technology that can be used to monitor the acidity level in water pH, temperature, and oxygen levels as well as feed fish. The 
Internet of Things is very influential for monitoring the quality of catfish ponds by distributing information data resulting from 
sensor monitoring. The data obtained will be predicted for water quality in the pond by implementing a Linear Regression 
method. Furthermore, the acquisition of data from the predictions that have been carried out will be processed again to go to 
the next phase, namely classifying with the K-Nearest Neighbor algorithm method to carry out the identification phase of 
water types based on the nearest neighbors. This prediction is used to anticipate and notify catfish farmers through applications 
if there is a water acidity level (pH), temperature, and oxygen and feed levels that have run out. 

Keywords— Water Quality Analysis, Internet of things, K-Nearest Neighbor 

 
 

I. INTRODUCTION  

Cultivation of catfish (Glarias Gariepinus) is a 
very productive activity because public interest in 
catfish is high. In helping the success in the 
cultivation of catfish farm, good, management is 
needed. Various attempts have been made to develop 
[1]. One of the main factors involved in cultivating 
catfish is feeding regularly, because it greatly affects 
the growth of the catfish itself. Excess feed 
(overfeeding) can lead to various adverse effects 
including faster growth of catfish seedlings at the 
beginning of cultivation, reduced capacity and 
quality in soil and water, as well as disease infection 
and can cause many catfish seedlings to die. While 
the lack of feed (underfeeding) low can result in 
disruption of growth in catfish seedlings. The two 
factors above can affect the yield of the catfish, 
therefore technological developments are very 
important and have a very good impact on these 
problems. Technology comes from a manual system 
which then operates and develops rapidly and 
increases towards an automated and integrated 
system [2]. The catfish pond in Mundusari Village, 
Subang Regency, West Java has a length of 3 meters 
and a width of 2 meters, and has a water depth of 
about 50 cm. The quality of pond water for catfish 
farming can be reviewed in various sources such as 
river water, then lakes, the effect of feed given to fish 
and wells. In catfish pond cultivation in Mundusari 
Village, Subang Regency, West Java, two types of 

feed are given to the catfish, namely pellets as the 
main feed and tiren chicken when the fish farmers are 
experiencing a decline in economic conditions. In 
addition to the various kinds of water, rainwater can 
also be used in catfish farming, but due to the high 
acidity and cold temperatures, separate treatment 
must be obtained before being used for cultivation. 
Water for the development of catfish should not be 
contaminated by various kinds of waste, because it 
will have an impact and endanger the life of the 
catfish. The quality of the water in the catfish pond 
must be considered and the qualifications for catfish 
cultivation include clear color and not polluted. The 
balance of pH levels in water is the most important 
tip to become a good predictor of catfish cultivation 
benchmarks. It is very mandatory in catfish 
cultivation to maintain the stability of the pH of the 
water with levels of 5.5 - 7.5. The condition of the 
pH of the water can be said to be neutral if it is in the 
pH level of 6-7, if the condition of the water is in the 
pH range above 7 then the water is in the alkaline 
category, if the pH level of the water is below 6 then 
the water is in the acidic category. In acidic 
conditions, fungi and bacteria will grow and 
multiply, catfish have resistance at pH level 
conditions of 5.5 – 7.5. Water with an environment 
that does not meet the stated criteria can create a 
source of disease which in the future can endanger 
the growth of the catfish [3].  These factors can be 
implemented by monitoring the condition of the pH 
level of the fish pond using the use of an internet of 
things technology. In taking the data it is necessary 
to obtain an information on the condition of the pH 
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level in the catfish pond. The Internet of Things is a 
series of objects in the form of hardware that can 
exchange information, both service operators and 
other devices that have been connected to a system 
until finally they can provide greater impact. The 
results from these sensors will be used to predict the 
quality of pool water within the next 14 days, in 
predicting the quality of the pool water, a method is 
needed, while the method used is Linear Regression 
[4]. The application of the system to the K-Nearest 
Neighbor method is by comparing the data that has 
been tested and the data that has been trained on the 
database [5]. Based on these problems, a study was 
conducted to create a feeding system for catfish and 
analyze water quality based on temperature, pH, and 
also ammonia in the water by applying a Linear 
Regression and K-Nearest Neighbor method based 
on Smart Mobile Internet Of Things. The results of 
this study are expected to help farmers in preventing 
the death of catfish seedlings in the context of 
cultivating catfish. 

II. RESEACRH METHODOLOGY 

The methodology used in this research consists 
of several stages. This stage will predict and also 
detect water quality in the catfish pond based on the 
pH level of the water, temperature, and ammonia.  

A. Data Acquisition 

The data acquisition process is collecting data 
values from the device to display the data 
information obtained. The data acquisition system in 
this study obtains data from IoT devices by using 
temperature sensors, pH sensors and ammonia 
sensors. The location used for data collection is 
Pamanukan Catfish Farm, Subang Regency. The 
working process of the data collection system on the 
IoT weather station tool is shown in Figure 2 below 
: 

 
Fig. 1. Work Process.  

In Figure 1 above is the working process of the 
data acquisition system on the IoT water acidity (pH) 
sensor tool which is used to obtain data results as 
information. Each sensor device takes data 
consisting of 3 objects, namely temperature, pH and 
ammonia. The data obtained will go to the Rasberry 
Pi to be sent to the Cloud Server as a data storage 
container. Data consisting of temperature, air 
humidity and soil moisture obtained through sensors 
will be displayed on the website, then the website 
display will be changed to mobile. In this 
mechanism, data can enter the stage of the 
forecasting process. 

B. Forecasting 

 Linear regression is also a statistical method 
whose function is to test the degree between the 
causal factor (x) and the outcome variable. The 

causal factor is usually represented by X, and the 
outcome variable is represented by Y. Simple linear 
regression or commonly abbreviated as SLR (Simple 
Linear Regression) is also one of the statistical 
methods used to predict or predict the quality and 
quantity characteristics in production. The general 
equation for the simple linear regression method in 
this study can be seen in the equation 1 model below  
[6]: 

𝒀 = 𝒂 + 𝒃𝑿    (1) 

 The coefficients of equations a and b can be 
determined using the least squares method. The least 
squares method is a method for determining the 
coefficients of an equation. Is the smallest value 
obtained from the sum of the squares between the 
points with the smallest regression line that can be 
searched. Therefore, the application of the model in 
the above equation is carried out to determine the 
value of an effect variable (y). After that, to find a 
coefficient value (b), a formulation model is needed 
which can be seen in the model equation 3.2, which 
is as follows: 

𝒃 =  
𝒏 ∑ 𝒙𝒊𝒚𝒊ି ∑ 𝒙𝒊 ∑ 𝒚𝒊

𝒏 ∑ 𝒙𝒊
𝟐ି (∑ 𝒙𝒊)𝟐          (2) 

The application of the model in the above equation is 
carried out to obtain a coefficient value (b), namely 
n = total data (sum x multiplied by number of 
variables y) - (sum x) multiplied (number of variables 
y) / overall data (n) multiplied by (sum x times the 
number of x) – (sum of x)2 [7]. In the next step to 
find the value for constant (a) a formula is needed in 
the model equation 3.3 as follows: 

𝒂 =  
∑ 𝒚

𝒏
−

𝒃 ∑ 𝒙

𝒏
   (3) 

The application of the model in the above equation is 
carried out to obtain a constant value (a), which is the 
total number of variables y – the result of the 
coefficient value (b) multiplied by the total number 
of variables x and divided by the number of data (n). 
The steps for carrying out calculations on a simple 
linear regression are as follows: 

1) Determine a causal factor variable (x) and an 
effect variable (y) on a data. 

2) Compile the data that will be used as the 
causal factor variable (x) and the effect 
variable (x). 

3) Accumulating related data. 

4) Performs a calculation to find a value on the 
variables x2, y2, xy value, and the whole of 
each. 

5) Look for the value of the coefficient (b) and 
the value of the constant (a) based on the 
formula model equation 3.1 and model 
equation 3.2 above. 
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6) Create an equation model for simple linear 
regression by looking for MSE (Mean 
Squared Error). 

7) Carry out a prediction implementation with 
the error percentage obtained on the causal 
factor variable or the effect variable [8]. 

Based on the description above, a flow diagram 
is obtained to carry out the process of forecasting 
stages, which aims to determine the predicted value 
for the next 14 days by collecting variable data 
obtained from Internet of Things tools. The next step 
is to find a value of x2 which is designed to find the 
value of the independent variable and find the value 
of the dependent variable of x and y. After looking 
for this value, the next step is to find the value of the 
constant (a) and the value of the coefficient (b). If the 
value has been obtained, a search for the predicted 
value and MSE (Mean Squared Error) value will be 
carried out. After that, the next process is to find the 
predicted value for the next 14 days. The data 
obtained from the Internet of Things tool can be seen 
in Table 1, as below: 

TABLE 1. WEATHER TEMPERATURE DATA 

Day (x) Temp (y) X2 xy 
1 27.3 1 27.3 
2 27.4 4 54.8 
3 27.9 9 83.7 
4 28.6 16 114.4 
5 28.8 25 144 
6 28.7 36 172.2 
7 28.3 49 198.1 
8 28.8 64 230.4 
9 29 81 261 

10 29.2 100 292 
11 28.9 121 317.9 
12 28.9 144 346.8 
13 27.6 169 358.8 
14 21.6 196 302.4 
105 391 1015 2903.8 

 

Table 1 shows that the temperature data obtained 
will be used as simulation data for linear regression 
analysis calculations, and will be predicted in the 
next 14 days or for two weeks based on the amount 
of data obtained. It can be seen at the end of table x 
that there is a total of 105, and in the table of 
temperature (y) there is a total of 391. This number 
is not the number of days or the temperature that is 
totaled but a total number of variables x and variable 
y used for linear regression calculations. The total 
data is obtained based on the formula for the linear 
regression equation model, not the total number of 
day data (x) or temperature data (y). The next step is 
to find a value of x2 that will be used to determine a 
value of b, which is a coefficient variable (x). 
Regarding the calculation applied, the value of an x 
will be multiplied by the number itself or the 
multiplication of the square, then the total number for 
the x2 variable is 1015. In the next step, doing a 
calculation to find a value for the xy variable in the 
temperature data, the total total is obtained. at xy 

value is 2903.8. The next step is to search for a 
variable coefficient value at x (b) based on the 
temperature variable using a formula in the following 
equation 2 model: 

𝑏 =  
௡ ∑ ௫೔௬೔ି ∑ ௫೔ ∑ ௬೔

௡ ∑ ௫೔
మି (∑ ௫೔)మ   (4) 

 
The next step is to search for a constant variable 

(a) by implementing a formula in equation 3 as 
shown below: 

𝑎 =  
∑ ௬

௡
−

௕ ∑ ௫

௡
         (5) 

 
The next step is to do a search on the linear 

regression equation based on the temperature 
variable by implementing a formula listed in the 
equation 1 model as follows: 

𝑌 = 𝑎 + 𝑏𝑋        (6) 
 

After getting the results of the linear regression 
equation, the next step is to perform calculations to 
find a prediction. The method used is Root Mean 
Square Error (RMSE). MSE estimates a prediction 
method by squaring the error which is then executed 
by an addition based on the number of observations 
[9]. This MSE can minimize the biggest prediction 
error. The formula for the RMSE can be seen in the 
equation 4 model as follows: 

𝑅𝑀𝑆𝐸 =  ට∑ (𝒚𝒊ି𝒚ෝ)𝟐𝑵
𝒊స𝟏

𝑵
   (7) 

In the prediction search by looking for the 
average error based on the equation model above, 
namely by reducing the predicted value that has been 
obtained with the actual value [8]. 

𝑅𝑀𝑆𝐸 =  ඨ
∑ (28.74857143 − 27.3)ଶଵସ

௜ୀଵ

14
 

Based on the acquisition of the MSE value, a data 
prediction for the 1st variable (y) is obtained which 
can be seen in Table 3 as follows:. The results 
obtained for 2 weeks are calculated by applying the 
formula contained in the equation 1 model as 
follows: 

𝑌 = 𝑎 + 𝑏𝑋      (7) 

In the prediction search above, multiplying the 
day (x) that will be predicted, then the predicted 
temperature on the 15th day is 26.98. The 
temperature prediction obtained can be seen in Table 
2 as follows: 

TABLE 2. RESULT OF PREDICTION EXPERIMENTS 

Day Temperature Forecast 
15 26.98 
16 26.85 
17 26.73 
18 26.60 
19 26.47 
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Day Temperature Forecast 
20 26.35 
21 26.22 
22 26.09 
23 25.97 
24 25.84 
25 25.72 
26 25.59 
27 25.46 
28 25.34 

 
Table 2 is the result of the forecasting stage that 

will be used for the next 2 weeks based on data on 
temperature. Obtaining the highest forecasting 
results is on the 15th day with the acquisition value 
of 26.98 degrees Celsius.  

C. K-Nearest Neighbor (KNN) Classification 

K-Nearest Neighbor (K-NN) is a collection of 
instance-based learning. This algorithm is also an 
instance-based learning technique. KNN is solved by 
finding the group of k objects that are closest 
(similar) to the objects in the new data or test data in 
the training data. K-Nearest Neighbor can provide 
benefits and provide good accuracy, so that the 
recommendations generated according to the needs 
or interests of users[10]. The K-Nearest Neighbor 
(KNN) algorithm is a data collection classification 
method based on previously classified learning data. 
Included in supervised learning, where the results of 
new query instances are classified according to the 
most common categories in KNN. The algorithm 
determines the KNN based on the shortest distance 
from the test sample to the training sample. After 
taking the KNN, most of the KNN will be used as a 
test sample prediction. Usually, the nearest neighbor 
or far neighbor is calculated based on the Euclidean 
distanceCase folding: a stage to uniform a sentence 
or text into a standard. Process case folding used so 
that the system does not process a word that has the 
same meaning even though the writing pattern is 
different [11]. The steps for using the KNN method 
are described as follows:  

1) Determine the parameter k. 

2) Calculates the distance between the data to be 
evaluated with all training data. 

3) Line up the distance formed (ascending 
order). 

4) Determine the closest order k. 

5) Match the appropriate class. 

6) Find the number of classes from the nearest 
neighbor, and set this class as the data class to 
evaluate [12]. 

The search for the value of k is determined by the 
equation model (3.5) as follows: 

𝑘 =  √𝑛   (8) 

The application of the above formula equation 
model is used to determine the value where n is the 

number of sample data. The value of k is basically 
the total of odd numbers in the selection process 
which serves to prevent the same distance value from 
occurring. The next stage is data normalization, the 
Min-Max Normalization formula. Min-max 
normalization is one of the most common ways to 
normalize data. For each feature, the minimum value 
of the feature is changed to 0, the maximum value is 
changed to 1, and every other value is converted to a 
decimal between 0 and 1. The application of this 
method can be seen in the model equation 7 as 
follows [13]: 

𝑥 ∗ =  
௫ି௠௜௡ (௫)

௠௔௫(௫)ି୫୧୬ (௫)
        (9) 

Based on the description above, a flow diagram 
is obtained to perform a classification. The data will 
be obtained using the K-Nearest Neighbor algorithm 
method in the classification process to determine the 
k parameters of the predicted data. After finishing 
determining the parameters at k and before 
calculating the distance, what must be done is to find 
the normalization value of each training data and test 
data. Preprocessing is an early stage that must be 
done in data mining. Preprocessing goals in data 
mining is to prepare data raw before any other 
process. Preprocess data is done by eliminating data 
that do not match or change the data into a form that 
easier to process by the system [14]. The application 
of the search for normalization values can be done by 
implementing an equation model (6): 

𝑥 ∗ =  
௫ି௠௜௡ (௫)

௠௔௫(௫)ି୫୧୬ (௫)
   (10) 

The calculation above is to find the normalization 
of temperature, water pH, and ammonia in the first 
training data. The formula is applied according to the 
total number of training data, which is 14 data. The 
thing that must be met to find a distance is to find the 
entire normalization value first. A series of test data 
obtained through the forecasting stage using the 
Linear Regression method for the next 14 days. 
When the search process has been completed, the 
search results will find out most of the objects 
obtained by relying on training data and testing data 
[15]. This series of processes will produce 
classification results to determine the water quality 
suitable for catfish farming based on weather 
predictions and future water quality.  

 

D. Testing 

In this process, a system test is carried out by 
implementing a blackbox method. The application of 
this method is carried out to ensure that all 
requirements have been implemented as well as 
identify deficiencies in the system and provide 
output that meets the expectations of the examiner by 
conducting a system accuracy test. 
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III. RESULT AND DISCUSSION 

After analyzing and simulating the design 
contained in the previous chapter, the results and 
discussion of the system built were obtained. This is 
based on the method used in this study, namely 
Linear Regression and the K-Nearest Neighbor 
algorithm. The process of sending data contained in 
Internet of Things devices must comply with a data 
communication architecture protocol that has been 
created, namely on an IoT gateway as a message 
receive from a sensor and continue sending the data 
to the server. In the next stage, implement the 
forecasting interface which is a menu display to see 
the prediction results obtained by displaying the 
results of the graph of the prediction processing 
results for each data such as temperature, pH, and 
ammonia. The graph displays original data and 
predictive data. There are 2 plots in displaying graphs 
consisting of forecasting graphs from 1 week data 
that have been taken from sensor devices. The first 
plot displays the original data graph and the second 
plot displays the predicted data graph on the data for 
the next 1 week. The forecasting mechanism also 
displays the results of the Mean Squared Error 
(MSE) value obtained based on each forecasting 
process from each data. The display of the 
forecasting tempeature interface can be seen in 
Figure 2 as follows: 

 
Fig. 2. Linear Regression Temperature Forecasting 

 Figure 2 shows a forecasting process carried out 
by a linear regression algorithm, the forecasting was 
carried out for monitoring weather conditions around 
the pond and in order to prevent and carry out 
maintenance on the catfish pond, the forecasting was 
carried out for 10 days. At the left image show 
temperature was recorded in 10 days and the right 
image show trend of forecasting for next 10 days. 
These means that the average temperature in the next 
10 days is between 40 to 50. In the next stage, the 
forecasting process is carried out using linear 
regression on the pH of the water, as shown in Figure 
3as follow: 

 
Fig. 3. Linear Regression pH Forecasting 

 Figure 3 shows a forecasting process carried out 
by a linear regression algorithm, the forecasting was 
carried out for monitoring the pH conditions of the 
water contained in the pond and performing 
maintenance on the catfish pond, the forecasting was 
carried out for 10 days. In Figure 3, there is a fairly 
high increase in data in the original data, namely on 
day 2 and day 3 on the graph, and experienced a very 
drastic decrease in the forecasting mechanism. At the 
left image show pH was recorded in 10 days and the 
right image show trend of forecasting for next 10 
days. These means that average trend of pH 
decreasing in the next 10 days. In the next stage, the 
forecasting process is carried out using linear 
regression on the ammonia gas, as shown in Figure 4 
as follow: 

 
Fig. 4. Linear Regression Ammonia Forecasting 

 Figure 4 shows a forecasting process carried out 
by a linear regression algorithm, the forecasting was 
carried out for monitoring ammonia gas around the 
water in the pond and performing maintenance on the 
catfish pond, the forecasting was carried out for 10 
days. Ammonia gas usually arises from the remnants 
of food contained in the pond and also fish waste that 
is trapped in the pond. The last stage is a 
classification process that functions as a 
recommendation for suitable care for catfish using a 
K-Nearest Neighbor algorithm method. This 
classification process relies on factual data that has 
been obtained from the research location. In the next 
stage, making a classification interface is a display of 
the results of the classification of recommendations 
for the type of treatment that is suitable for the fish 
pond according to the conditions of temperature and 
humidity, pH, and also levels of ammonia gas. The 
results of the classification will be sorted so that the 
earliest treatment is the one that is highly 
recommended to be carried out in the condition of the 
catfish pond. The display in the classification process 
will display each Euclidean Distance obtained. The 
appearance of the classification interface by 
implementing the K-Nearest Neighbor Algorithm 
method can be seen in Table 3 as follow: 

TABLE 3. CLASSIFICATION USING THE K-NEAREST 
NEIGHBOR  

No T pH 
Ammon

ia 
Treatment 

Type 
K-NN  
results 

1 35 11.5 0.012 
Waste 50% 
Water and 
Replace 

1.6143
297322
556016 
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50% With 
New Water 

2 40 7.15 0.022 

Waste 50% 
Water and 
Replace 

50% With 
New Water 

3.1715
916852
23332 

3 33 7.15 0.2 

Waste 50% 
Water and 
Replace 

50% With 
New Water 

3.1715
916852
23332 

4 35 7.15 0.23 
No 

Treatment 

4.0090
805867
56908 

5 33 11.7 0.02 
No 

Treatment 

4.1959
576361
59408 

6 35 6.15 0.012 
No 

Treatment 

4.5977
596520
23774 

7 41 8.65 1.02 

Sprinkle PK 
medicine 

and combine 
it with salt 
water then 
dissolve it, 
and pour it 
into the fish 

pond in 
question 

5.8485
947444
18905 

 

 In table 3, the system of the K-Nearest Neighbor 
Algorithm provides a recommended action 
according to the previous data collection stage, 
classification is carried out for the next 10 days based 
on forecasting data performed by the previous Linear 
Regression Algorithm. 

IV. CONCLUSIONS 

Linear Regression and K-Nearest Neighbor 
based on the Internet of Things can be implemented 
on a website system for water quality analysis and 
automatic feeding of catfish. The system can 
retrieve online data that is accessed using the API 
and displays forecasting graphically from original 
data and predictive data and presents 
recommendations for the type of treatment that is 
suitable for catfish ponds found in Mundusari 
Village, Subang Regency, West Java. Internet of 
Things devices can generate data from individual 
sensors such as DHT11 for temperature, pH sensors, 
and MQ-2 for ammonia. The data collection process 
was carried out for 14 days, from 21 July 2021 to 03 
August 2021. 
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Abstract −The Mail Archive Management Information System at the Lombok Tengah Education Office was created for the effectiveness 
and efficiency of storing or managing incoming mail archives and outgoing mail archives at the Education Office. Management of 
mails that still use the manual method, namely by storing mail archives on folders, makes frequent errors in storage such as: loss of 
mails, tearing of mails and so on, as well as errors in recording and the duration of data searching. This Mail Archive Management 
Information System was designed and built using the waterfall method and MVC (Model View Controller) as the programming method, 
this information system is web-based, created using the PHP framework, namely CodeIgniter, HTML, Javascript, and CSS. As for the 
server, it uses a default Codeigniter local server. The management of the mail archives generated by the system is able to speed up the 
data searching process and is able to monitoring the amount of incoming mail, outgoing mail and the number of users using the system. 
 
Keywords – Archive Management, Codeignite, Information System, Mail. 
 

I. INTRODUCTION 
 

Computerized archive management has now 
become a much-needed choice for both government and 
private agencies. Because it can streamline storage space, 
facilitate data collection, facilitate search and monitoring 
and reporting of archives [1]. Archives are a source of 
information which certainly has an important role in the 
survival of the company because archives have a variety of 
information that can be used as evidence of accountability 
or as a supporting tool in making a decision [2]. At the 
Central Lombok Regency Education Office, which is a 
government agency that uses the computer only in certain 
parts, one of the most important information in an 
institution is data from the agency's activities, this data is 
contained in the archives. One of the problems faced by the 
Central Lombok District Education Office includes filing 
letters, where the system for recording incoming and 
outgoing letters and the disposition of letters still uses a 
manual process, as a result it is difficult to find the archives 
needed for the process of carrying out its activities, causing 
miscommunication. and duplication of archives that 
hinders the smooth running of work activities [3]. One of 
the tasks of the incoming and outgoing mail filing section 
is to manually compose received and issued letters. 
Therefore a letter filing system is needed to overcome 
problems in terms of recording incoming and outgoing 
letters, the computerized recording process can record 
errors or mistakes that occur, so that data accumulation 
does not occur and searching for the necessary data will be 
very important. easy to find when it has been computerized 
[4].  

Through this Letter Archiving Information System 
it is hoped that it will make it easier for government 
agencies of the Central Lombok District Education Office 
to run more optimally. Having an information system that 

is able to manage projects successfully and efficiently is 
very important for agencies and businesses [5]. 

In accordance with Article 4 of the Lombok Tengah 
Regency Regulation Number 72 of 2021, the education 
office in Lombok Tengah Regency has the following 
responsibilities: formulation of policies, plans, programs 
and budgets in the fields of basic education, early childhood 
education and non-formal education, fostering educators 
and education personnel, as well as the field of educational 
facilities and infrastructure. Outgoing and incomingmails, 
as well as filing methods (which are still done by hand and 
stored in a folder). all of them are closely linked in a 
government agency such as the Lombok Tengah Education 
Office. As a result, old mails are not neatly arranged [6]. 

Based on this description, the development of a Mail 
File Management Information System is very possible, 
because it will enable effective data storage and retrieval 
[7]. Therefore, an archival information system has been 
developed that makes it easier to find archives when 
needed. No doubt again [8].  

II. RESEARCH METHODOLOGY 
 
A. Information System 

Organizations use information systems to collect and 
distribute information internally and externally using a 
variety of technologies and processes [9]. 

According to [10] there are 7 functions of information 
systems, namely:  
1. To make current data more accessible to consumers 

without the need for additional information systems. 
2. Improve productivity of application development and 

system maintenance. 
3. Ensure that quality and expertise in essential uses of 

information systems are available.Mengidentifikasi 
kebutuhan mengenai keterampiIan pendukung sistem 
informasi. 
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4. Anticipating and understanding the economic 
consequences. 

5. Determine the investment to be directed at the 
information system. 

6. Develop an effective planning process. 
 

B. Application and System Software Modeling 
In Tohari's view, “fashioning is a simplification of a 

problem. As a visualization and communication medium 
between the many parties involved in the creation of a 
system or application software, modeling serves as a useful 
tool in the context of system development or application 
software [11]. Unified Modeling Language (UML) is a 
standard specification language used to define, design, and 
develop software [12]. 
 
C. Visual Studio Code  

According to [13], "VisuaI Studio Code (VS Code) is 
a lightweight and reliable text editor designed by Microsoft 
for multi-platform operating systems, which means it is 
also available for Iinux, Mac, and Windows versions." In 
addition, this text editor can be used to write code in 
additional programming languages that can be installed via 
the Visual Studio Code market (such as Ct4, C#, Python, 
Go, Java, dII.) in addition to JavaScript and TypeScript. 
Visual Studio Code comes with many tools to enhance text 
editor functionality, including Intelisense, Git Integration, 
Debugging, and Extensions. It will continue to evolve after 
the Visual version itself is". 

 
D. Framework 

A framework is a set of ready-made functions or 
methods and classes for a specific purpose that a 
programmer can use without having to build new functions 
or classes from scratch [14].  
According to [14] there are 4 reasons why you should use 
a framework: 
a. Simplify and speed up the development of a web 

application. 
b. Because there is already a certain pattern in a 

framework (provided that the programmer follows the 
existing standard pattern) it is relatively easy for the 
maintenance process. 

c. Usually the framework has provided the facilities 
commonly used so that we don't need to build from 
scratch (eg validation, scaffolding, ORM, pagination, 
error handling, session settings, multiple databases, 
etc.). 

d. When compared to CMS, the use of frameworks is more 
freein development. 
 

E. MVC (Model View Controller) 
Since its introduction in the SMALL TALK 

programming language, MVC (ModeI View Control) has 
become a prominent idea in web application development 
because it isolates application creation into many aspects 
that go into its construction, such as the user interface, data 
processing, and the part that controls the application [15]. 
State that the application MVC policy consists of three 
components, as follows [15]: 
a. View is the part of the application that handles the view 

logic. When using HTML, this area is often only 

accessible through the controller. To see what is 
happening with the application, use the View command. 
Fetch data from user and display it. Direct access to the 
modeI area is not available to users of this section.For 
manipulating data (inserts, updates, deletions, 
searches), as well as validation of controllers, modeI 
relies on relationships with databases as opposed to the 
view part. 

b. In this case, the controller is responsible for 
coordinating between the model and the view part of the 
application. The controller receives requests and data 
from the user to decide what the program will handle. 

 
Figure 1. An overview of the MVC process flow (Source: [15]) 

 
F. Method of Collecting Data 
The writer uses observation and interview methods in 
collecting data. 
a. Observation 

Collecting data or information by making direct 
observations by going directly to the Field [16] (Office 
of the Education Office of Lombok Tengah Regency) 
on 07 February 2022-31 March 2022. 

b. Interview 
Data collection was carried out through direct 
interviews with officials from the Education Office of 
Lombok Tengah Regency, among others, Bpk. Harsono, 
S.pd, MM, functional employee in the Planning 
Division. As a consequence of this, reliable results can 
be achieved and appropriate sources of information can 
be accessed [17]. 

 
G. Analysis Method 

To perform design analysis, the researcher used the 
PIECES method. James Wheterbe defines that the pieces 
method is an analysis of performance, information, 
economics, control, efficiency and service [18]. Where the 
author conducts a design analysis with indicators: 
a. Performance 

More effective and efficient than the current system, 
namely the manual system. 

b. Information 
Easier access to information 

c. Economic 
With this mail filing system, the cost of carrying out 
activities is cheaper. 

d. Control 
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With this system, users are more flexible in controlling 
the data that has been archived 

e. Efficiency 
With this system, mail data is stored more effectively 
and data retrieval becomes more efficient. 

f. Service 
Makes it easier to complete work. 

 
H. Object of Research 

The object of research being studied is the Official 
Mail Archive at the Education Office of Lombok Tengah 
Regency. 

III. RESULTS AND DISCUSSION 
 
A. System Design Method 

Lack of complex features and fewer development 
restrictions. In other words, the WaterfaII technique is the 
design paradigm used here [19]. WaterfaII is a systematic 
and sequential technique that begins with the advancement 
of the system through analysis, design, coding,testing, 
development, and maintenance" says [10] [20]. 

 
B. System Design 

In particular, the Lombok Tengah Education Office 
uses use case diagrams, activity diagrams, and cIass 
diagrams as part of the design and development of a Mail 
Archive Management Information System [21] [22]. 

 
C. Use Case Diagram 

 
Figure 2. Use Case Diagram. 

 
There are 2 actors in the use case diagram, which are in 
table 1. 
 

Table 1. TabeI actor in use case 
Actor Explanation 
Admin Admin has access rights to view dashboard, manage 

mail types, manage fields, manage OPD, manage 
incoming mail and manage outgoing mail 

User Users have access rights to view dashboards, change 
passwords, download incoming mail, view incoming 

Table 1. TabeI actor in use case 
mail, view outgoing mail and download outgoing 
mail. 

 
The explanation of each use case specification is described 
in table 2. 
 

Table 2. Use specification case. 
Use Case Explanation 
View Dashboard View dashboard, on the dashboard there is a 

graph of outgoing and incoming mail by year. 
This feature can be accessed by all ROIe. 

Manage Mail 
Type 

Manage Mail Type include viewing, adding, 
changing and deleting mail type data. This 
feature cannot be accessed by users with other 
than admin roles. 

Manage Fields Manage Fields includes viewing, adding, editing 
and deleting field data. This feature cannot be 
accessed by users with other than admin roles. 

Manage OPD Manage OPD includes viewing, adding, editing 
and deleting field OPD data. This feature cannot 
be accessed by users with other than admin roles. 

ManageUser Manageuserincludes viewing, adding, editing 
and deleting field user data. This feature cannot 
be accessed by users with other than admin roles. 

Manage 
Incoming Mail 

Manageincoming mailincludes viewing, adding, 
editing and deleting field incoming mail data. 
This feature cannot be accessed by users with 
other than admin roles except viewing and 
downloading.. 

Manage 
Outgoing Mail 

Manageoutgoing mailincludes viewing, adding, 
editing and deleting field outgoing mail data. 
This feature cannot be accessed by users with 
other than admin roles except viewing and 
downloading. 

 
D. Class Diagram 

Class diagram is a diagram that illustrates the 
connection between classes and also the object classes that 
make up the system. From this explanation, it can be 
concluded that the class diagram is a diagram that describes 
the structure of the system object [23]. 

 
Figure 3. Class diagram. 
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E. Sequence Diagram 
1. Login 
2. Login adminan user 

 
Figure 4. Sequence diagram login. 

In figure 4. Describes the admin flow Login to the system. 
 

3. Mail Type Features 

 
Figure 5. Admin mail type sequence diagram 

 
Figure 5 describes the admin managing mail type data. 

 
4. Field Features 

 
Figure 6. Field features sequence diagram 

Figure 6 illustrates the flow of admin managing field data. 
 

5. OPD Features 

 
Figure 7. OPD features sequence diagram 

Figure 7 illustrates the flow of admin managing OPD data. 
 
6. User Features 

a. Admin manages user data 

 
Figure 8. Admin manages user data sequence diagram 

 
In Figure 8, it illustrates the flow of admin managing user 
data 

b. User manages password 

 
Figure 9. Editing user password sequence diagram 

In Figure 9, illustrates the flow of a user changing or editing 
a password. 
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7. Incoming mail features 
a. Admin manages incoming mail 

 
Figure 10. Manage incoming mail Sequence diagram 

Figure 10 illustrates the admin flow managing incoming 
mail data. 

b. Incoming mail feature on the user side 

 
Figure 11. View and download incoming mail on the user side 

sequence diagram 
In Figure 11, it illustrates the flow of users viewing and 
downloading incoming mail. 
 
8. Outgoing mail features 

a. Admin manages outgoing mail 

 
Figure 12. Admin manages outgoing mail Sequence diagram 

Figure 12 depicts the admin flow managing outgoing mail 
data. 

F. Relationship Diagram 
As for the relationship diagram on the database of the 

Management Information System for the Mails of the 
Lombok Tengah Education Office. 

 
Figure 13. Relationship diagram of the Lombok Tengah Education 

Office Mail Management Information System. 
Figure 13 illustrates that there are 6 related tables. The 
incoming mail table is related to the opd table and the mail 
type table. Then tabeI user with tableI roIe. Outgoing mail 
table with mail_type table. 
 

G. System Interface 
The following is a view of the system interface that 

has been created using the Codeigniter framework. 
1. Login page 

 
Figure 14. System login page. 

Before the user can access the system, the user must first 
login by filling in the login form that has been provided. 
 
2. Dashboard page 

 
Figure 15. System dashboard page 

After the user logs in, the system will direct the dashboard 
page. Where this dashboard page will display data on the 
number of incoming mail, outgoing mail, users, etc. As well 



JISA (Jurnal Informatika dan Sains)  e-ISSN: 2614-8404 
 Vol. 05, No. 02, December 2022  p-ISSN: 2776-3234  
        

 
JISA (Jurnal Informatika dan Sains) (e-ISSN: 2614-8404)is published by Program Studi Teknik Informatika, Universitas Trilogi 
under Creative Commons Attribution-ShareAlike 4.0 International License. 

  170 
 

as displaying a graph of the number of outgoing and 
incoming mails per year. 
 
3. Field data page 

 
Figure 16. Field data page. 

This field data page displays field data at the Lombok 
Tengah Education Office. 

 
4. Add field form 

 
Figure 17. Add field form. 

The add field form page is used to add field data. 
5. User list page 

 
Figure 18. User list page. 

This list page displays user data that is on the system. 
 
6. Add user form page 

 
Figure 19. Add user form page. 

The add user form page is used to add user data to the 
system. 

7. Incoming mail list page 

 
Figure 20. Incoming mail list page. 

Incoming mail list page where this page is used to display 
incoming mail data. 

 
8. Add incoming mail form page 

 
Figure 21. Add incoming mail form. 

Where is the added login form page used to add incoming 
mail archivedata. 
9. Outgoing mail list page 

 
Figure 22. Outgoing mail list page. 

Outgoing mail list page is a page used to display outgoing 
mail data. 

 
10. Add outgoing mail data page 

 
Figure 23. Add outgoing mail page. 

The Add Outgoing Mail Data page is the page that is used 
to add outgoing mail data. 
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IV. CONCLUSION 
 

Based on the results of the presentation, several 
conclusions were obtained, among others: From the 
observation, there are deficiencies in the management 
system for filing mails at the Education Office of Lombok 
Tengah Regency, therefore the author has designed a Mail 
Archives Management Information System which can be 
an alternative to the Mail Archive Management 
Information System at the Education Office of Lombok 
Tengah Regency. The system that has been created is 
capable of managing mail documents in PDF format with a 
maximum size of 10 Mb. This mail archive management 
information system can manage data such as: displaying 
data, adding data, editing data, downloading data and 
deleting data, so that it can manage data properly and 
efficiently. The system can perform searches so as to speed 
up the search for the desired data. 
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Abstract— Multatuli Museum has been established for several years and is visited by many tourists. However, in practice the Multatuli 
Museum often lacks museum guides when there is an increase in visits, so that visitors who are not accompanied by a tour guide do 
not get complete information. In addition, the lack of interest of the younger generation in visiting museum attractions so that by 
applying Augmented Reality technology to the Multatuli Museum is expected to attract visitors, especially the younger generation. 
Augmented Reality (AR) is a technology that is able to insert 3D and 2D objects into a real environment in real-time to display a Virtual 
Guide at the Multatuli Museum. The author creates an animation in the form of a virtual guide for the Multatuli Museum using Blender 
software to create 3D animations and using Unity software to build the application as well as the Vuforia extension for Unity with C# 
programming language. The author uses the prototyping method as the application development method and uses the Unified Modeling 
Language (UML) as the system design. This research produces an Augmented Reality Application that can be used on Android 
smartphones. This application is capable of displaying 3D animations that provide information about the showrooms in the Multatuli 
Museum. Based on black box testing all features in the application are 100% running well. with this application visitors feel helped 
when the tour guide is limited and feel happy because there is still a Virtual tour guide who helps in the museum. 
 
Keywords – Augmented Reality, Virtual guide, Multatuli Museum, Android 

I. INTRODUCTION  
Technological developments are currently developing in 

all fields, including tourism, and one of the technologies 
currently developing is Augmented Reality (AR) 
Technology which is entering a new phase that allows for 
increased user experience to the perception of reality. 
Augmented Reality (AR) is a combination of real and 
virtual objects in a real environment, running interactively 
in real time and there is integration between objects in three 
dimensions, namely virtual objects integrated in the real 
world.[1][2]Information about objects and the environment 
around us will be added to the Augmented Reality system, 
which will then be displayed on the real-world layer in real-
time as if the information is real.[3]Then, these virtual 
objects are projected in real time directly through media in 
the form of markers or markers directed at the 
camera.[4]The Multatuli Museum is one of the museums in 
Rangkasbitung, Lebak Regency, but when visiting the 
Multatuli Museum visitors have difficulty finding 
information about the available showrooms because there 
is no tour guide in the museum, there is only one officer 
who receives visitors. A Tour Guide is a person who 
provides explanations and pointers to tourists and other 
travelers about everything that they want to see, witnessed 
by the tourists concerned when they visit a particular 
object, or area.[5]In addition, the lack of interest of the 
younger generation, especially in Lebak Regency, in 
visiting the Multatuli museum is one of the factors for the 
lack of visitors to the Multatuli museum. 

Based on the above background, the author develops and 
implements an Android-based Augmented Reality Virtual 
Guide Museum Multatuli application. Android is an 
operating system developed for Linux-based mobile 
devices.[6]This application is developed uses Blender 

software to create 3D animations, Unity software to build 
its applications and Vuforia Engine extensions the most 
widely used platform for AR development, with support for 
phones, tablets and VR glasses with C# programming 
language.[7]The system development method used is a 
prototype which is a system development method where the 
results of system analysis are directly applied to a model 
without waiting for the entire system to be completed, 
producing a prototype of the software that is used as an 
intermediary between developers and users to 
interact.[8]System design using UML (Unified Modeling 
Language) is a language based on graphics/images for 
visualizing, specifying, building, and documenting a 
software development system based on OO (Object-
Oriented).[9]In this study, the authors started the stages of 
data collection through observation, design, 
implementation and testing. The test used is Black Box 
testing is a software testing technique that focuses on the 
functional specifications of the software.[10]In addition, 
testing the quality of the system that was built was done by 
distributing questionnaires to respondents, managers and 
visitors to the Multatuli museum. 

The research used as a reference is 
research[11]Augmented Reality-Based Learning 
Application in the Wudhu Guide for Children, this 
application is able to increase the average value of student 
learning outcomes. Study[3]Application of Augmented 
Reality Applications for Android-Based Baby Stimulation 
Recognition, this research is able to make it easier for 
parents to stimulate their babies properly. 
Study[12]Application of Augmented Reality Technology 
in Android-Based Home Catalog Applications. This study 
concludes that this application makes it easier for buyers to 
see a house virtually in the catalog provided before buying 
a house. Study[1]Augmented Reality Markerless Tour 
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Guide System Utilizing GPS Based Tracking With Android 
Platform”. This research provides ease of use and can be 
used anywhere because it is applied in Android 
smartphones. As well as research[13]Tour Guide 
Application Using Android-Based Location Based Service 
(LBS) Method (Case Study in Ende Regency - East Nusa 
Tenggara). The result of this application is that it can 
provide directions or routes to tourist sites, hotels, and 
restaurants in Ende Regency. 

Therefore, one way to increase the attraction of young 
generation visitors to the Multatuli Museum is to combine 
Augmented Reality technology with objects in the Museum 
so that the enthusiasm of the younger generation to visit the 
museum becomes greater. 

II. RESEARCH METHODOLOGY  
 

This research on the implementation of the Augmented 
Reality virtual guide application at the Multatuli 
Rangkasbitung Museum uses methode experiment. This 
study has the aim of exploring the museum, looking for new 
ideas about museum guides. The steps of this research are: 

 
Figure 1. Research steps 

A. Data collection 

Collecting data through interview techniques, namely 
with the Secretary of the Culture and Tourism Office of 
Lebak Regency, the Head of the Multatuli Museum and the 
Guards of the Multatuli Museum as well as several visitors 
to the Multatuli Museum. Various questions about the 
history of the Multatuli Museum Exhibition Room with the 
curator of the museum, to obtain an overview, explanation 
and explanation to assist in making the output of the 
Augmented Reality application. And the next technique is 
field observation by researchers to see directly the activities 
in the Multatuli Museum by making direct observations on 
the object being studied. The objects studied are 7 
exhibition rooms in the Multatuli Museum, Lebak 
Regency. 

B. Design 

At the design stage of this application, the system design 
uses UML (Unified Modeling Language) in the form of use 
case diagrams and activity diagrams and the development 
method uses the prototype method. 

 
Figure 2. Prototype method. 

This application was created using the Blender software 
to create 3D animations and using the Unity software to 
build the application as well as the Vuforia extension for 
Unity with the C# programming language. 

C. Implementation 

This application is implemented for visitors and 
managers of the Multatuli Rangkasbitung Museum, Lebak 
Regency. 

D. Test 

In this study, the author uses Black Box testing to test 
the suitability of the input provided with the output 
generated by the system to IT experts. Black-Box Testing 
is a test that focuses on the funx`x`ctional specifications of 
the software, the tester can define a set of input conditions 
and perform tests on the program's functional 
specifications.[14]In addition, the authors tested the quality 
of the system by distributing questionnaires using a Likert 
Scale to visitors and the manager of the Multatuli Museum. 

 

III. RESULTS AND DISCUSSION  
The results of this study include: 

A. Data collection 
As an illustration of the system currently running at the 
Multatuli Museum, it can be seen in Figure 3 below: 

 
Figure 3. Overview of the Running System 

The flow of a visit to the Multatuli Museum starts with 
filling out the guest book by visitors, and assisting the 
museum guide to see the collections in the Museum. 
When you have finished exploring the museum then 
visitors leave the location of the Multatuli Museum. 

B. Design 
At the design stage of this Augmented Reality Virtual 
Guide application, use case diagrams and activity 
diagrams are used. 
1. Use case Application Diagram 
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Use case (UC) diagrams, explain visually the 
context of the interaction between the actor and the 
system. Each use case states a specification of the 
behavior (functionality) of the system being 
described that is needed by the actor to fulfill his 
goals.[15]The following is the use case diagram of 
the application: 

Figure 4. Use case diagram 
In this use case there is only one actor, namely the 
user who is a passive actor who can only use this 
application. the user scans using an AR camera to 
visual objects in the form of image targets that are 
available in each room. Next the system will process 
according to the target image that has been planted 
on the android system, when the system recognizes 
the appropriate target image, the display on android 
will display 3D animation objects complete with 
audio related information about the room the user is 
going to, including Image Image 1 to 7. 

2. Activity Diagrams 
Activity Diagramsdescribes the various flow of 
activities in a system that is being designed.[16]The 
following is an Augmented reality application activity 
diagram. 

 
Figure 5. Activity Diagram 

usercan take photos on the AR camera, so users can 
take 3d animation and reality photos at the same time. 

C. Implementation 
This stage is the implementation of the system which 

is the result of the design in the form of application 
screenshots. 

1. Application Installation 
Before operating an application that uses 
Augmented Reality techniques on the Android 
platform, it is necessary to make sure we already 
have an Image (marker) which will be used as an 
object to be scanned by the AR camera. To operate 
this application, it can be done directly by opening 
the application that is already installed on the 
Android platform. 

To install the Augmented Reality Museum 
Multatuli application on Android devices, you can 
do 2 ways: 
a). Building directly through the Unity Application 
provided that the Android device must be in 
developer mode and enable usb debugging mode, so 
that the device can be read by Unity 
b). Direct application installation that the author has 
uploaded via: 
https://drive.google.com/file/d/10AIckMWlmmtSo
qI62O1VorI_HB3rO0Vi/view?usp=sharing. Or you 
can directly scan the QR Code below: 

Figure 6. QR Code Application Download AR 
Virtual Guide Museum Multatuli 

2. Application Usage 
3D Animation Display is a display that will appear 
when the user scans a visual object in the form of a 
predetermined Image in each Showroom using an 
AR camera. The display of the Multatuli Museum's 
AR Virtual Guide when finding markers and 
displaying 3D animation can be seen in Figure 7 
below: 

 
Figure 7. Augmented Reality Tour Guide Multatuli 

Museum 
 

When 3D animation appears on the display, then the 
information in each room in the museum in the form 
of audio will be played. Information in the form of 
audio can be heard clearly, but it is recommended to 
use a headset so as not to disturb other visitors. 
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Following are the results of images for each room 
from rooms 1 to 7 in each museum with different 
audio information for each room. Image Target is a 
visual object that is used by AR as a marker when 
3D objects are displayed on the display. The image 
targets used in this study can be seen in the 
following figure: 

 
Figure 8. Image Room 1 

An image in room 1 of the multatuli museum 
with audio information “Welcome to the Multatuli 
Museum, Lebak Regency. Introduce my name is 
Adinda Virtual Guide who will accompany you 
while exploring the Multatuli Museum. The 
Multatuli Museum is the first anti-colonialism 
museum in the world, inaugurated on February 11, 
2018 at the former Rangkasbitung Treasury 
building, on Jalan Alun-Alun Timur 
Rangkasbitung, Lebak Regency, Banten Province. 

The name Multatuli is taken from the pen name 
of Eduard Douwes Dekker when writing the novel 
Max Havelaar. This museum has a land area of 
1834 square meters and a building area of 
approximately 314 square meters. With 7 exhibition 
rooms consisting of the Welcome room, the room for 
the early arrival of Europeans to the archipelago, 
the Forced Cultivation Room, the Multatuli room, 
the Banten room, the Lebak room, and the 
temporary Museum room. 
Currently you are in the Welcome room, in this 
room there is a statue of Multatuli as well as a 
mosaic of Multatuli's face and a mockup of the 
Multatuli museum building which is integrated with 
the Saija Adinda library" 

 
Figure 9. Image Room 2 

An image in room 2 of the Multatuli Museum with 
audio information: “You are in the second room of 

the Multatuli museum, which is the first room for 
Europeans to come to the archipelago. This room 
displays a 2 minute 40 second documentary which 
tells about the arrival of the Dutch to Banten, there 
is also a replica of the ship d'batavia used by 
Cornelis de Houtman who came to Banten in 1596 
and a replica of the ship used by Jacob van Neck in 
in 1598. This room is also equipped with displays of 
various spices such as pepper, nutmeg, cloves, and 
cinnamon which were the initial destination of 
Europeans coming to the archipelago”. 

 
Figure 10. Image Room 3 

This is an image in room 3 of the Multitali Museum 
with audio information: “You are currently in the 
third room or the forced cultivation room. You can 
see a map of forced coffee plantations from 1830 to 
1840, in this room also displays a display of the 
plantation atmosphere at that time. In addition, there 
is a replica of the coffee pot. During the forced 
cultivation period, residents were not allowed to 
drink coffee from the seeds, but from the leaves 
because the coffee beans had to be handed over to 
the Dutch colonial government. There are also 
displays such as a horse saddle which is a means of 
transportation for plantation supervision on forced 
cultivation. There was also a government structure 
during the colonial period in which Multatuli was an 
assistant resident of Lebak at that time.” 

 
Figure 11. Image Room 4 

This is an Image in room 4 of the Multatuli Museum 
with audio information:” “This is the fourth room or 
the Multatuli room, in this room you can see 
Multatuli's masterpiece, the original Max Havelaar 
book, which is the Masterpiece of this museum, as 
well as several other works by Multatuli. shown 
here, there is also an original collection of a tile or 
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floor of Multatuli's house. This room is equipped 
with audio and visuals that explain more or less 
about Multatuli, then there is also Multatuli 
lithography imported directly from the Netherlands, 
which is estimated to be in 1864, there is also a 
replica of the painting of King William III who 
received a letter from Multatuli on January 18, 
1860, where at the end of his letter Multatuli said: 
"Does Your Majesty know that 30 million people in 
the East Indies were tortured and oppressed in His 
Majesty's name?" This room is also equipped with 
displays of evaluations of Multatuli from people 
inspired by Multatuli's work, starting from Raden 
Ajeng Kartini, President Soekarno, Ahmad Subarjo, 
Pramoedya Ananta Toer, and Mr. Philippines Jose 
Rizal. 

 
Figure 12. Image Room 5 

This is an image in room 5 of the Multiatuli 
Museum with audio information: “Currently you are 
in the fifth room, namely the Banten room, in this 
room the rebellion against the invaders, especially 
those that occurred in Banten until the seconds of 
independence. These rebellions included the Haji 
Wakhia rebellion in 1854, there was also a rebellion 
in Jasinga Bogor in 1825-1830, then there was a 
rebellion carried out by farmers in Banten led by 
Haji Wasid in 1888. There is also a history of 
national movements such as the Sarekat Islam in 
1912, Budi Utomo in 1908, Indisch Partij as the first 
political party in Dutch India which was founded by 
the triad in 1912. There was also Romusha forced 
labor during the Japanese colonial period, 

 
Figure 13. Image Room 6 

This is an image in room 6 of the multi-tasking 
museum with audio information: “This is the sixth 
room or the Lebak room, in this room it tells about 

the beginning of the formation of Lebak Regency in 
1828. This room also tells the development of Lebak 
from the leadership of the first Regent, namely 
RTA. Kartanegara in 1830. With a timeline display 
or based on the chronology of time to current 
developments. Not to forget also the remains of 
artifacts so that Lebak's natural wealth, in this room 
also exhibited local products, namely Baduy 
weaving. 

 
Figure 14. Image Room 7 

This is an image in room 6 of the Multatuli Museum 
with audio information: “You are in the 7th room or 
temporary room and the last one to go to the exit of 
the Multatuli Museum. Currently there are several 
Max Havelaar books that can be read by visitors, as 
well as several profiles of people who have stories 
in Rangkasbitung. In accordance with the name of 
the room, this room can change its display layout 
according to the needs of the museum. Thank you 
for visiting the Multatuli Museum, Lebak Regency, 
and maintaining order while you are at the Museum, 
We look forward to your next visit. Lebak Unique, 
work with heart. 

D. Application Testing 
At the stage of testing the system using the Black 

Box, and also testing the quality of the system by 
distributing questionnaires to respondents, namely 
visitors and managers of the multitatu museum. 

1. Black Box Testing 
Testing is carried out to evaluate the results of the 
system that has been made. Application testing was 
carried out on several devices with the Android 
operating system with 2GB RAM specifications, 16GB 
ROM, octa core processor @ 1.95 GHz with GPU. This 
is done to find out the functionality of several different 
devices. The image that has been prepared for this test 
is A3 size (29.7 cm x 42.0 cm). This application was 
tested using 4 different android devices. Installation 
testing is carried out to ensure the application is 
installed on the device that is the object of the test 

Table 1. Device Installation Test 

Indicator Test Device 
Success 

Yes Not 

Success in 
Installation 

Was the 
application 
successfully 
installed on 
the device 

Device 1 √  

Device 2 
√ 

 

Device 3 √  
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Device 4 √  

The loading time response test is carried out to test how 
long it takes the device to display 3D Animations calculated 
from the first time the AR camera points to the Image. The 
following are the results of the loading time response test: 

Table 2. Time Loading Response Test Results 

Indicator Test Device 

Length of 
Time 

(Second) 

1 2 3 >3 

Response 
Time 

Loading 

How long 
does it take 
for the 3D 

Animation to 
appear 

Device 1  √   

Device 2   √  

Device 3 √    

Device 4  √   

Button function testing is done to test whether the exit 
button and take a photo button work or not. the following 
are the test results: 

Table 3. Test Results for Button Functions 

Indicator Test Device 
Success 

Yes Not 

Button 
Function 

Does the 
Exit Button 

work? 

Device 1 √  

Device 2 √  

Device 3 √  

Device 4 √  

Table 4. Results of Testing the Function of Take Photos 
and Save Photo Results 

Indicator Test Device 
Success 

Yes Not 

Button 
Function 

Does the 
Take photo 

button 
work, and 
the photos 
are stored 

in the 
device 

memory? 

Device 1 √  

Device 2 √  

Device 3 √  

Device 4 

√ 

 

This animation and audio motion test is carried out to 
test whether the 3D Animation moves and audio is heard. 
Here are the test results: 

Table 5. Test results for animation and audio motion 

Indicator Test Device 

3D 
Animation 

Motion 

Yes Not 

3D 
Animation 

Motion 

Can 3d 
animation 

move well? 

Device 1 √  

Device 2 √  

Device 3 √  

Device 4 √  

 
Table 6. Audio Test Results 

Indicator Test Device 

Audible 
Audio 

Yes Not 

3D 
Animation 

Motion 

Can the 
audio be 

heard 
well 

Device 1 √  

Device 2 √  

Device 3 √  

Device 4 √  
AR camera testing is carried out to measure the 

effective distance between the device and the prepared 
image. Measurements are taken from the minimum 
distance of the device to display the 3D Animation to 
the maximum distance of the 3D Animation until it 
disappears: 

Table 7. Results of Testing Effective Distance 
between Device and Image 

Indicator Test Device 

Effective 
Distance (Cm) 
Mini
mum 

Maxi
mum 

Effective 
Distance 

How far is the 
effective 
distance 

between Device 
and Image 

Target to bring 
up 3D 

Animation 

Device 1 45 490 

Device 2 55 470 

 

Device 3 40 500 

Device 4 40 520 

Average 45 495 

 
2 . System Quality Testing 

This test was carried out by distributing 
questionnaires to 10 respondents with 9 questions, and 
5 value scales ranging from 1 to 5, namely strongly 
disagree, disagree, undecided, agree and strongly agree, 
shown in Table 8. 

Table 8. Results of the Linkert Skala Scale 
Assessment 

No. 
Assessment 

Aspect 
Evaluation 

SS S RG TS ST 

1 

This application 
can be installed 
on Android 
smartphones 

10     

2 
Button function 
works fine 

9 1    

3 
Smooth moving 
animation 

7 2 1   

4 
Audio is heard 
clearly 

7 2 1   
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5 
This application 
can take and 
save photos 

10     

6 
The interface is 
not confusing 

8 2    

7 

This application 
can help visitors 
understand the 
contents of each 
Multatuli 
Museum 
showroom 

7 2 1   

8 

The application 
provides a new 
experience in 
visiting 
museums 

9 1    

9 

This application 
is interesting for 
the younger 
generation 

7 1 2   

So it can be concluded according to the results of 
respondents through the Linkert Scale Assessment that 
this application is very good in terms of benefits with a 
result of 93.33%. 
. 

IV. CONCLUSION 
Based on the results of research conducted regarding the 

implementation of the Android-based Augmented Reality 
Virtual Guide Museum Multatuli Rangkasbitung 
Application, it can be concluded that this study produces a 
virtual guide for the Multatuli museum with the results of 
application testing using the black box testing method 
showing that this application can run well with a distance 
between 46 - 495 cm with a response time of loading 
between 1-3 seconds depending on the available ram 
capacity on the device and this research can attract the 
interest of the younger generation in visiting the Multatuli 
museum with the results in terms of benefits of 93.33%. 
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Abstract − The New Student Admission System (PMB) is the main door or core business of the University and requires a good 
management system. Every Academic Year STMIK Amik Riau forms a committee to carry out this PMB activity. The PBM committee 
consists of several parts, namely the promotion section, the registration section and the selection section.  Each section carries out 
knowledge sharing or knowledge transfer in carrying out its duties. This knowledge sharing is only limited to informal or formal 
communication through meetings so that the knowledge sharing process has not been carried out optimally. The purpose of this study 
was (1) to measure the readiness of human resources in the application of knowledge sharing in terms of the dimensions of knowledge, 
culture, technology and dimensions and (2) to develop knowledge sharing features in the PMB system to support decision making 
quickly to increase the business value of the institution. The stages used in this KMS were The 10-Step Knowledge Management 
Roadmap while the evaluation of the application of KMS used the SECI model. The results obtained in this study are a system that 
helps new PMB officers learn the STMIK Amik Riau PMB system. so that the new PMB officer does not ask the old officer again. 
 
Keywords – Knowledge Management System, PMB, SECI, STMIK Amik Riau 
 

I. INTRODUCTION  
Higher Education is an educational institution that 

prepares students to become members of society who have 
both the academic ability and skill [1]. STMIK Amik Riau 
is one of the universities in Riau province that has a vision 
to become a superior university in Sumatra by 2030 [2]. In 
order to be excellent, one of the indicators is the number of 
students at a college [3]. Various efforts are made by 
universities to improve services to prospective new 
students, ranging from promotional activities to New 
Student Admissions (PMB) activities [4].  

The PBM committee consists of several parts, namely 
the promotion section, the registration section and the 
selection section, which is the vanguard in conveying the 
advantages of each study program owned by the college so 
that prospective students make their choice to register for 
one of the study programs. The quality of service in the 
PMB section is one of the determining indicators for 
prospective students to register themselves as new students 
in each academic year. Every year the team in charge of 
PMB activities always changes and there is a change in its 
duties and authorities.  This change causes several 
problems such as officers having to learn the registration 
system again, having to be able to be required to understand 
the previous problems, and so on. Another problem which 
often arises in terms of communication and coordination is 
that it takes a long time to communicate and coordinate 
each section (finance, BAAK, and registration) because 
each section must check the data held by each section 
coordinator.    

Currently, the STMIK Amik Riau registration website 
has three functions, namely as Information, PMB 
Scheduling, PMB Registration, and making PMB reports. 

The results from the website which are the data of 
prospective new students to become students are used by 
several units. The finance department is still matching the 
data in the system with the finances provided by the PMB 
committee in the revenue section that has been inputted into 
Microsoft excel. Besides, the BAAK department is also still 
doing manual checking of the data received from finances 
and systems. Furthermore, in the PDPT section, it checks 
manually between the system and the registration file. The 
PMB system is currently well available and can be accessed 
for transaction activities by prospective students and the 
PMB committee. This system can be developed by adding 
a knowledge sharing feature that can minimize 
coordination and communication problems among 
departments.  

Knowledge Sharing is a reciprocal process by which 
individuals exchange knowledge (tacit and explicit 
knowledge) and continuously jointly create new knowledge 
[5][2].  Every process of sharing knowledge is always 
related to how to collect and provide information or data to 
others [6]. Through the exchange of knowledge carried out 
both formally and, in those interactions, it can share 
knowledge or information with his fellow colleagues. 

Knowledge sharing carried out in PMB activities is 
currently only informally and formally through meetings 
and there is no forum to channel knowledge as independent 
learning and quick decision making. Evaluation of the PMB 
system is carried out to see the knowledge management 
system which refers to the Inukshuk method [7]. The 
Knowledge Management System (KMS) is a tool that aims 
to support knowledge management, and is the development 
of an information management tool that integrates various 
aspects of computer science in supporting collaboration 
between the work environment and information and 
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document management systems [8]. The reason why the 
knowledge management system is analyzed is because 
KMS has a positive impact on the business continuity of 
the organization. This happens because KMS is an effective 
way to translate work experiences on an ongoing basis in 
the form of knowledge. KMS is also capable of transferring 
organizational knowledge across time and across space [9]. 

Research related to KMS has been widely discussed by 
other researchers, including [10] implementing KMS in the 
company PT Telekomunikasi Indonesia International to be 
more efficient in terms of costs, improve the quality of 
work and make it easier for employees to do work, such as 
conveying information between employees or employees 
can exchange information between parts, thus it provides 
more knowledge for each division, especially division of 
marketing and sales. Then [11] utilizing the website as a 
KMS tool is able to create educational innovations for 
universities. The Most Admired Knowledge Enterprise 
(MAKE) method was chosen to assess whether AMIK BSI 
Tangerang is an educational organization that is successful 
in managing KMS and sharing knowledge between website 
users, namely students and the academic community. 

Based on the results of the analysis, there are a lot of 
important knowledge whose functions are to support PMB 
activities. In addition, the purpose of documenting this 
knowledge is so that the knowledge possessed by each team 
member does not just disappear and can also be shared with 
other team members, as well as the creation of a means in 
discussing and distributing problems and knowledge that is 
still memorized so that there is no repetition of mistakes 
that have been made. 

 

II. RESEARCH METHODOLOGY 
 

The stages of research carried out in the study can be 
shown in Figure 1 below:  

 
Figure 1. Flow of Research methodology 

 
Based on the stages of research above, each of these 

stages can be explained as follows: 
A. Business Process Mapping 

The mapping carried out used the Work System 
Framework. The Work System Framework in figure 2 is a 
system where participants consist of humans or machines 

which carry out business processes using information, 
technology and other resources to produce a product or 

service for internal or external customers.

 
Figure 2. Work System Framework 

 
The following are the business processes in the 

admission of new students [12]: 
The business process focuses on managing new student 

admissions starting from meetings or planning for new 
student admissions, campus promotions, registration fees, 
entrance tests, graduation announcements to becoming a 
student. Figure 3 shows the use case of the business process 
of new student admissions (PMB) STMIK Amik Riau. In 
this study, it was proposed that the Promotion and PMB 
sections be made into one. This was done so that 
coordination became easier. Based on previous research, 
the promotion and PMB sections at the Higher School and 
University levels were made into one. The results were 
quite satisfactory in carrying out New Student Admissions 
and promotion activities. In this proposed system, all 
reports from each section of the PMB were carried out in 
an integrated manner.    

 
Figure 3. Use case of business process admission of new students 
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In the figure 3, use case there are 5 user levels, namely the 

promotion team, new students, Chair, BAAK, and Student 
Affairs. The levels in the system have different roles. To 
clarify the use case of the new Student Admissions 
Business process above, details were made to group the 
existing PMB business process activities and the updates 
that had been added as presented in table 3.   

Table 1. PMB business processes 
No Sub Proses Names Detail Activities 

1.1 new student admission 
planning 

- PMB Team Determination 
- Budgeting  
- PMB Time Schedule 

1.2 Campus promotion - Market Research 
- Promotion Strategy 
- Oversight and evaluation of 

strategies 
- Promotion 
- Promotional report 

1.3 Prospective students’ 
registration 

- Registration through online as 
well as offline 

- Complete the registration file 
1.4 Selection or entrance 

test 
- Establishment of an entrance 

selection system 
- Determination of entry 

selection materials 
- Entrance selection 

1.5 graduation 
announcement 

- Management of selection results 
- Announcement of selection 

results 
- Entry selection report 

1.6 becoming a student - Student registration data 
collection 

- Determination of NIM 
- KTM Printing 
- Introduction to freshman 

campus life (PKKMB) 
- Reporting of freshman 

admissions 

  
B. System Analysis 

Knowledge management system analysis was carried 
out by using a seci model. A knowledge is created through 
the interaction between tacit and explicit knowledge. SECI 
has four models of knowledge creation that have been 
identified. The following is the explanation [13]: 
- Socialization, the conversion from tacit knowledge into 

new tacit knowledge, carried out with social interaction 
and various experiences between members of the 
organization.   

- Externalization, the conversion from tacit knowledge 
into new explicit knowledge.  

- Internalization, the conversion from explicit knowledge 
to new tacit knowledge.   

- Combination, the creation of an explicit knowledge by 
merging, categorizing, reclassifying, and synthesizing 
existing explicit knowledge. 

The measurement and evaluation of current systems 
used qualitative methods to develop mathematical models, 
theories and hypotheses associated with this study. Table 2 
presents the instruments used to make measurements of the 
current system.  

Table 2. Research Instruments [14] 
Dimensions Indicators 

Knowledge I understand my task flow well 
I understand the theory relating to the assigned task 
I execute the theory that I got well   

I understand the rules relating to my work  
I have knowledge beyond the assigned tasks 
I always document my knowledge 
The knowledge I have helped me in completing the 
assigned tasks 

Culture  I know the rules where I was assigned 
I have always been disciplined in carrying out my 
duties 
I made a report according to the specified time 
I always share my knowledge with my colleagues 
I received the information and knowledge that my 
colleague gave me  
The institution gives awards if my assignment is 
good   
Teamwork is very helpful in my tasks   

Technology I can use the PMB system well 
So far my understanding of the internet has been 
good 
I am used to using internet services to support my 
tasks 
I can upload and download the materials I get on the 
PMB system 
I always use internet media to share material with 
my colleagues 
The Internet was very helpful in my task 

SOP The SOP given by the Institution is in accordance 
with my duties   
The SOP makes my tasks more targeted 
The SOP provided by the institution provides an 
effective result on my task 
I always communicate the problems I face in the 
field with my boss 
I have good communication with colleagues and 
prospective freshmen 
The institution conducts training for assigned staff 
according to their needs and needs. 
Training provided is in accordance with the material 
of the institution's SOP 

 
C. Questionnaire Distribution 

The distribution of questionnaires on New Student 
Admissions (PMB) was given to several people in charge 
of PMB activities. The respondent data was the PBM 
committee for the 2021-2022 Academic Year. Committee 
members were lecturers or employees listed in the 
committee assignment decree issued by the university 
leadership. Sampling in this study used non-probability 
sampling which is a sampling technique that does not 
provide equal opportunities or opportunities for each 
element or member of the population to be selected into a 
sample [15]]. Non-probability sampling has several 
techniques, one of which is saturated samples. The use of 
sampling was saturated because the population was less 
than 30 people. Saturated sampling is the number of 
samples constituting the entire population [16]. 
D. KMS Model 

Building knowledge management was based on the 10-
Step Knowledge Management Roadmap which is divided 
into four phases [17]. These phases are:   
- Infrastructure Evaluation  
- KM System Analysis, Design and Development, 
- Deployment 
- Evaluation 

The KMS model used in this study is shown in figure 4 
below:  
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Figure 4. KMS Model 

 
E. Process and Interface Design 

Process Design is necessary if the analyzed system 
requires development or new builds. Process design was 
used to see the flow of data starting from the input process 
to the output process. Then designing the interface, the 
input, and the output utilized UML Tools.  
a) Use case 

The use case in this study was used to see the 
relationship between actors and the system used. Figure 5 
shows the use case design of the developed PMB system.  

 
Figure 5. The Use of System Usage 

 
b) User Interface Design 
The design of the login page interface consists of two user 
levels, namely the committee and admin which can be seen 
in figure 6.  

Gambar 

LOGIN

Username

Password

Level

Login Cancel

X(12)

X(20)

--Pilih--

 
Figure 6. Login Page Design 

 
The design of the user data input interface consisting of 
username, password, full name, and user level can be 
viewed in figure 7.  

Input Data pengguna

Username

Password

Nama Lengkap

Level

Login Cancel

X(12)

X(20)

--Pilih--

X(30)

 
Figure 7. User Data Input Design 

 
Figure 8 shows the interface design of the problem lists 

inputted by the committee if there are obstacles in carrying 
out tasks in the admission of new students, both new 
student admissions officers and interview officers. In this 
menu, there is also a search menu that is a characteristic of 
the knowledge management system which is useful for 
making it easier to find problems.  

Edit Hapus

No Penginput Masalah Status Edit Hapus

X(10)Text99

Tanggal

X(30) Date

INPUT DATA

CARI

 
Figure 8. Design of the List of Issues  

 
Then, figure 9 is the design of problem input consisting of 
problem and status. Status consists of two options, which 
are the problem has been handled and has not been handled. 

Input Data Masalah

Masalah

Status

Login Cancel

Text

--Pilih--

 
Figure 9. Problem Input Design 

 
F. Recommendations 

The evaluation process carried out resulted in the 
mapping of the Knowledge Management System in the 
current PMB system. After obtaining mapping from KMS, 
the next step was to provide recommendations for KMS 
development in the PMB system by adding a knowledge 
sharing feature to the PMB system in universities.  

III. RESULTS AND DISCUSSION  
The followings are the results and discussions carried 

out in this study. 
A. Questionnaire Results 
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The questionnaire, which was distributed to 17 
respondents involved in the admission of new students, 
received data processed to determine readiness in 
implementing the new system. The validity results stated 
that as many as 28 instruments were valid and could be 
carried out in the next stage. The final result of the 
respondent analysis found that all respondents were ready 
to accept the new technology to be applied. The new 
technology applied is the development of a system, namely 
by applying a knowledge management system to the new 
student admission system. 
B. Implementation of Knowledge Sharing 
This section discussed the implementation of knowledge 
sharing features added to the existing PMB system.  
- User Data Input 
Figure 10 is a view to add users consisting of two levels, 
namely administrators and committees.  

 
Figure 10. User Data Input 

- User Data 
The user data view seen in figure 11 is a list of users who 
can log in and use the features on this system. 

 
Figure 11. User Data List 

- Login Page 
The login page in the study will later become a 

single sign on with the parent website of the new student 
registration of STMIK Amik Riau.   

 
Figure 12. Login Page 

- Problem data input 
Then after logging in, the committee user level can 

input data on the problems faced while serving in the 
admission and interview section. Figure 13 shows the input 
data of the problem.  

 
Figure 13. Problem Data Input 

- Problem data 
Then figure 14 is the data on problems inputted by the 
committee related to problems that occurred while on duty. 
In this menu, a problem search feature can also be done to 
make it easier to find problems. Then the edit sign is used 
to change the status from unhandled problem to has been 
handled problem after being solved.   

 
Figure 14. Problem Data 

 
C. Recommendations 

The recommendations in this study were used for 
further development if STMIK Amik Riau develops a new 
student admission system. The followings were some of the 
recommendations given by researchers to the development 
team of the new student admissions system:  
- In the newly created system, it is necessary to evaluate 

so that this system can run according to the desired 
expectations. 

- This system must be integrated with the ongoing new 
student admission system so that users can more easily 
perform their duties. 

- It is necessary to add a user level to the system such as 
the promotion section to facilitate coordination between 
the promotion team and new student admissions 
officers. 

IV. CONCLUSION  
The conclusion of this study was that the readiness of 

users to use KMS on the PMB system has been successfully 
measured. The presentation value of the measurement 
results provided recommendations that system users were 
ready to use the knowledge sharing feature in the PMB 
system. Then, the development of KMS by adding the 
Knowledge Sharing Feature to the PMB system had been 
done well based on the results of trials carried out to input 
problems that often arise in PMB activities and could be 
well documented in this system. Furthermore, knowledge 
sharing could be used as a means to exchange information 
or understanding between individuals, teams, communities 
or organizations to improve employee and organizational 
performance. In addition, the addition of the knowledge 
sharing feature had been able to reduce communication 
barriers among personnel assigned to PMB activities. Then 
this research is still in the development stage, so it needs to 
be carried out in the future. Here is the development that is 
expected for Knowledge Sharing feature. It could be used 
to document knowledge (knowledge, insights, latest trends 
and self-development tips) in various formats (text, pdf, 
video, audio, image). Besides, the Knowledge Sharing 
Feature can be developed into a knowledge library which 
can be accessed by all employees from the internal server 
(for security) and stores the knowledge library of internal 
activities.   
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